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SUMMARY In this paper, we propose a novel Autonomous Decen-
tralized Control (ADC) scheme for indirectly controlling a system perfor-
mance variable of large-scale and wide-area networks. In a large-scale and
wide-area network, since it is impractical for any one node to gather full in-
formation of the entire network, network control must be realized by inter-
node collaboration using information local to each node. Several critical
network problems (e.g., resource allocation) are often formulated by a sys-
tem performance variable that is an amount to quantify system state. We
solve such problems by designing an autonomous node action that indi-
rectly controls, via the Markov Chain Monte Carlo method, the probability
distribution of a system performance variable by using only local informa-
tion. Analyses based on statistical mechanics confirm the effectiveness of
the proposed node action. Moreover, the proposal is used to implement
traffic-aware virtual machine placement control with load balancing in a
data center network. Simulations confirm that it can control the system
performance variable and is robust against system fluctuations. A com-
parison against a centralized control scheme verifies the superiority of the
proposal.

key words: large-scale and wide-area network, autonomous-decentralized
mechanism, data center network, virtual machine placement problem

1. Introduction

Networks have become one of society’s basic infrastructures
and so require very high reliability. To ensure high network
reliability, the usage of centralized network controls should
be minimized because it is weak against disasters. As an al-
ternative to centralized control, Autonomous Decentralized
Control (ADC) is being actively discussed in [1]-[4]. In
ADC, each node has the same capability to collaborate with
other nodes for controlling the entire network. Hence, if
some nodes suddenly fail, the network keeps running. ADC
has higher reliability than centralized control, and thus ex-
pectations for its use in future networks are high.

One of the challenges in implementing an ADC scheme
is to design a node action that allows us to indirectly control
large-scale and wide-area networks (e.g., the data center net-
work of Google [5]). In ADC, each node gathers local infor-
mation of the network and takes action to control its state. In
a large-scale and wide-area network, the information gather-
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ing by a node is limited in the area immediately surrounding
the node [3]. This is because the time spent on gathering the
information must be short since the information changes fre-
quently in a large-scale and wide-area network. Hence, in a
large-scale and wide network, it is impractical for any one
node to gather full information of the entire network. The
problem is how to design a truly effective node action using
only local information.

In [2], [3], an ADC node action using only local in-
formation was proposed for spatially structuring large-scale
and wide-area networks. The resulting spatial structure can
be used for network clustering and layering. However, those
studies did not address other important problems (e.g., re-
source allocation in networks), which are often formulated
by a system performance variable (e.g., the total throughput
of a network that is an amount to quantify system state in-
cluding all node states. This paper remedies that omission.

How can a node action that uses only local information
indirectly control a system performance variable? Given the
ability to acquire the entire system state, we could determin-
istically optimize the desired system performance variable
with an optimization tool. However, given the impractical-
ity of acquiring sufficient state information, such optimiza-
tion is deemed to be impossible. Hence, each node should
behave stochastically to the limited information so as to im-
prove system performance. The system performance vari-
able also stochastically fluctuates as a result of the stochastic
behavior of nodes, and so each node should indirectly con-
trol the frequency distribution of the system performance
variable by using its local information.

In a statistical system, each node (e.g., particle) be-
haves stochastically, and state quantities (e.g., energy) fol-
low a probability distribution. By using a node action de-
signed by Markov Chain Monte Carlo (MCMC) [6], [7],
the probability distribution of a state quantity can be indi-
rectly controlled. Thus MCMC should be useful for indi-
rectly controlling a system performance variable of even ex-
tremely large networks.

We use MCMC to design an ADC node action for indi-
rectly controlling a system performance variable in a large-
scale and wide-area network. It is usually thought to be im-
possible to analyze the global properties associated with the
control of a large-scale and wide-area network. Our solution
is to conduct analyses based on statistical mechanics. We
show that our ADC node action can (a) indirectly control
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a system performance variable, and (b) adjust the strengths
of two different controls (i.e., node concentration and node
distribution) with a single control parameter. We introduced
a MCMC-based ADC scheme in [8]. However, no use was
made of the concept of statistical mechanics, and the global
characteristics of the proposal were not sufficiently analyzed
in [8]. Note that a preliminary version of this paper was pre-
sented in [9]. The main innovation of this paper over [9]
lies in its advanced investigation of (a) robustness against
system fluctuations, and (b) its effectiveness compared with
centralized control.

We apply our ADC proposal to realize traffic-aware vir-
tual machine (VM) placement control with load balancing
in a data center network (DCN). In [8], we also described a
similar VM placement function, but the global property of
our ADC proposal was not utilized. Thus the control func-
tionality described in this paper is more sophisticated than
that in [8]. Simulation experiments confirm the validity of
our analyses based on statistical mechanics, and the effec-
tiveness of our ADC proposal.

This paper is organized as follows. Section 2 details
our ADC proposal for indirectly controlling a system per-
formance variable, and explains its global property. Sec-
tion 3 uses our ADC proposal to realize traffic-aware VM
placement control with load balancing in a DCN. Section 4
details the experiments conducted for investigating the per-
formance of our ADC proposal. Finally, in Sect. 6, we con-
clude this paper and discuss future works.

2. Autonomous Decentralized Control for Indirectly
Controlling a System Performance Variable

2.1 System Model

We introduce a system model that includes control of a sys-
tem performance variable depending on system state. This
system model has Ny states and N nodes. Node i’s state
is denoted by x; € {l,..., Ng}. Each node is able to select
one from common selections among all nodes, so Ny is a
common variable. System state X is given by all node states
(x1, X2, ..., xy). The set of nodes included in X is time in-
variant. Let Q be the space of system state X. Let ¢, be the
set of nodes with state k (i.e., ¢, = {ilx; = k,1 < i < N}).
Permissible node state transitions are described by a given
state transition graph. Let a; be the set of states to which
nodes with state k can transit on the state transition graph.
ay is time invariant. Figure 1 shows an example of the sys-
tem model with Ny = 4. For instance, a node with state 1
can transit to state 2 or 3 in this example.

Let M(X) be the system performance variable indi-
rectly controlled by our ADC proposal. We define M(X)
as

N
MX)= ) D mij ), (1)
i=1 xj€xi
where y; is the set of nodes interacting with node i in the net-
work, and m; j(x;, x;) is the performance variable depending

2249

O 0O
Oo 00

state 2 state 4
Q O
node O
O O O
state 1 state 3

Fig.1  An example of the system model.

on node states x; and x; with conditions m;;(x;, x;) = 0 and
m; j(x;, xj) = m;i(x;j, x;). The formulation given by M(X) is
used in finding optimal weighted configuration in a network
[10]. In this paper, we define that smaller m; ;(x;, x;) is bet-
ter. We believe our ADC proposal can be extended to handle
performance variables depending on more than three states,
but this is not addressed hereafter. Our ADC proposal tar-
gets the problem formulated as system performance variable
M given by Eq. (1).

2.2 Node Action

We design a node action of our ADC proposal that allows
indirect control of the probability distribution of system per-
formance variable M(X) on the basis of MCMC. Since each
node has only local information, it should behave stochasti-
cally to the limited information. Hence, we derive the prob-
ability of a node state transition under stochastic behavior.
We first consider the condition determining the probability
of system state transition X — X’ on the basis of MCMC,
and then derive the probability of node i’s state transition
x; — x; according to the condition.

According to MCMC, X in a Markov chain generated
by state transition probability P(X’|X) follows a stationary
distribution P(X) if P(X’|X) satisfies the condition

P(X'|X) P(X) = P(X|X") P(X), 2)

and the ergodic condition, that is, the probabilities of
Markov chains with arbitrary length more than a certain
value moving from one system state to any of the other sys-
tem states are larger than O.

Next, we derive probability T;(x; — x]) of node i’s
state transition x; — x; according to the condition (2). We
give X' = (x’l,...,x;v) where x; # x, and x; = x;., and
the stationary distribution P(X) by exponential form (i.e.,
P(X) = Ae=*M X where A > 0). By using P(X) = Ae M@,
Eq. (2) is rewritten by

PXIX) _ _amaxey-many
P(X|X")

. . 4
Tilxi > X)) _ o Eer 015 5)) =i 31,5)
Ti(x; — x;)

— e—/lAMi(x,»—>x;)
e—(t/l AM;(x;i—x])

- 1= AAM(xi—x))
1 e—(l/lAM,-(x,-—))clf)

|a.¥i |

=TT o~ (1—0) MM >x) ©)
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In the process of deriving Eq. (3), we conventionally replace
24 with A, introduce parameter a (0 < a < 0.5), and use the
relation AM;(x; — x}) = —AM;(x] — x;).

We finally obtain node state transition probability
T;(x; — x}), as follows

L e—a/lAM;(x,—)x,f)
||
if AM;(x; — x}) <0
L e—(l—a)/l AM;(x;—x])
|ax,|

Ti(x; = x7) =

4)

otherwise

According to Eq.(4), as A approaches 0, our ADC pro-
posal more closely resembles simple random control with
Ti(x; — x;) = 1/lay|. We assume that each node uses a
common value among all nodes as the value of 1. By using
Eq. (4), each node can change its state autonomously be-
cause T;(x; — x]) depends on AM;(x; — x]) instead of M.
To derive such a node state transition probability on the ba-
sis of MCMC, the following requirements are needed; (a) M
is defined by linear sum of m; ;’s, and (b) stationary distribu-
tion P(X) in designing by MCMC is given by the exponen-
tial form.

T;(x; = x}) for @ = 0 is the same as the state transition
probability used in the M-H algorithm [7]. The reason why
we use @ > 0 is simple; in a large-scale network, informa-
tion used in a control is frequently changed with the external
environment of the network. If we use @ = 0 for controlling
a network, needless state transitions would occur so we set
a > 0. Although T;(x; — x) must have the ergodic condi-
tion to control the probability distribution, this is achieved if
all states are connected in the state transition graph.

To use our ADC proposal, nodes have to fulfill the fol-
lowing restrictions; (a) nodes can gather local information
to calculate AM;(x; — x;), (b) nodes can calculate Eq. (4),
and (c) nodes can change its state according to probability
T;(x; — x}) given by Eq. (4).

2.3 Global Property

2.3.1 Controllability of Probability Distribution of System
Performance Variable

To show that the designed node action can indirectly control
the probability distribution of system performance variable
M, we derive probability distribution P(M) of system per-
formance variable M with node state transition probability
Ti(x; — x). To obtain T;(x; — x}) in the previous section,
we give P(X) with the exponential form Ae™*M™®  With
this form, system states with the same value of system per-
formance variable M occur with the same probability, and
cannot be distinguished. Hence, by summing probabilities
P(X) with the same M(X), P(M) is given by

G(M) e M 1

_ _ _ -AM
O S, Gy ~ 0T ®
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where G(M) is the number of system states with system per-
formance variable M; it is called system state density distri-
bution. Z is the normalization constant for a given A, and Q,
is the set of all possible M. Z represents a kind of moment-
generating function of M. According to Eq. (5), we can con-
firm that the node action can indirectly control the probabil-
ity distribution of performance system variable M. If 1 = 0,
P(M) is simply proportional to G(M). As A increases, P(M)
is shifted by e=*¥. Therefore, the node action can indirectly
control P(M) for a given A.

The indirect control of M by our ADC node action is
achieved when the system state must become steady state
where M follows Boltzmann distribution. The time required
for becoming the steady state is determined by (a) the exe-
cution count of the node action required for becoming the
steady state, and (b) the computation time of the node ac-
tion. Since the execution count depends on several fac-
tors (e.g., N, G(M), and 1), we do not estimate its exact
value. However, the execution count is not unrealistically
too large. This is explained as follows. The steady state is
transited slowly, so the execution count to adapt to next
steady state would be small. The computation time of the
node action highly depends on the computational complex-
ity required for calculating Eq. (4). In the node action, each
node calculates Eq. (4), |ax| times. Since the computational
complexity of Eq. (4) is given by the order of |y,|, the com-
putational complexity of the node action is given by |ax| [y;l-
Since actual networks are sparse, |y;| is too small if the net-
work is large scale. We can set |a;| to small value while a;
fulfills the condition that all states are connected in the state
transition graph. Hence, the computational complexity of
the node action is not too unrealistically large, so the node
action has high scalability for V.

In statistical mechanics, the probability distribution
given by Eq. (5) is called Boltzmann distribution, which is a
well-understood distribution. Statistical mechanics is often
used to analyze the global properties of a thermodynamic
system around the most frequent point M* of Boltzmann
distribution. Such an analysis is valid if N is sufficiently
large because the property of states around M* becomes
more dominant as N increases, see Sect. 2.3.2. In what fol-
lows, through analysis based on statistical mechanics, we
will clarify the global property of our ADC proposal in a
large-scale network.

We first introduce F(M) := M — 1/Alog G(M), which
is called Helmholtz free energy in statistical mechanics. By
substituting F(M) into Eq. (5), P(M) is deformed by
A(M—-1 log G(M))

VA VA
1 -1 F(M) (6)

P(M) = lelogG(M)—/lM _ 1

F(M) is an important state quantity for understanding a
thermodynamic system because the most frequent point,
M*, of Boltzmann distribution can be derived by solving
dF(M)/dM = 0 where it is assumed that G(M) can be mod-
eled as a function of class C2. This assumption would be
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Fig.2  Convergence of G(M) from a discrete function to a continuous
function (1 < 51 < 57).

valid in a large-scale system because discrete intervals be-
tween pairs of consecutive M in Q, are very smaller than
the width of P(M), see Fig.2. By solving dF(M)/dM = 0,
M* satisfies the condition

0
=7 108G,y = A (7

To analyze the global property of an ADC scheme
around M*, we convert F'(M) to a Taylor series at M*. The
Taylor series of F(M) at M* is given by

F(M) = F(M")
k

s
k!'A

where €y := M — M*. Because M is generally a monoton-
ically increasing function of N, the derivatives of log G(M)
for k > 3 decrease more quickly than that for k = 2 as N

increases. Hence, in a large-scale network, F(M) can be
approximated by

log G(M) EM, 3)

S 2
F(M)=F(M") - 1R log G(M) g M 9)
Letu and o be the average and the standard variance of M,
respectively. By substituting Eq.(9) into Z, u and o are
given by

d
=——1logZ =~ M*, 10
Jz 7108 (10)
d? dM*
2
=——1logZ~— = . 11

By substituting Eq. (9) into G(M) = e*M-FM) G(M) is ap-
proximately given by

Gy ~ LA (12)
~ e 2Cm s

\/27TCM
where [Q] = 3 yeq, G(M) = Ze'M +1Cu2 () is the subset

of Q. If A is large, a Markov chain of M is limited in the
subset of system state space € because state transitions with
AM; > O rarely occur by our ADC proposal. Hence, as A in-
creases,  shrinks to Q. Since |f2| decreases as A increases,
Z should exponentially decrease against the exponential in-
crease in e +4Cu/2),

We denote the average and the standard variance of M
at 1 = 0 by yo and o, respectively. Since P(M) o« G(M)
when A = 0, uo and o are given by
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G(M
o = Z m EU )zM*+/ch, (13)
Meoy, 19
G(M
ol = Z (M2 < ))-ﬂg ~Cy. (14)
Mo, 12|

Equation (13) also shows that the our ADC proposal
can control system performance variable M by parameter A
of the node action since M* = py — A Cy; and Cy; > 0. Our
analyses based on statistical mechanics also confirm the ef-
fectiveness of the node action of our ADC proposal. How-
ever, to obtain this conclusion, we assumed that the network
has numerous nodes. Hence, if N is small, the conclusion
may be not valid. In Sect.4, we will confirm that the con-
clusion is valid when using relatively-small N.

2.3.2  Variation of System Performance Variable M

In our ADC proposal, system performance variable M be-
haves stochastically due to the probabilistic node action.
The variation of M is related to system stability and qual-
ity. Hence, we should understand how M fluctuates when
the system uses our ADC proposal.

In this section, we discuss the coefficient of variation of
M instead of the variance of M because the scale of the vari-
ation of M should increase as the average of M increases. In
the previous section, we showed that the average and the
variance of M are approximately given by M* and /C,
respectively. According to these results, the coefficient of
variation of M is given by vC,;/M*. According to Eq. (1),
M* and +/Cy, simultaneously increase as N increases. Since
Cy = —dM?*/d2, the scale for M* exceeds that for VCy,.
Hence, V/C);/M* decreases as N increases. Therefore, in a
large-scale network with our ADC proposal, the variation of
M should be insignificant.

This variation in the property of our ADC proposal
is also observed in a thermodynamic system. A thermo-
dynamic system is a large-scale system, and state quan-
tities (e.g., energy) in the thermodynamic system remain
roughly constant with a value that corresponds to its most
frequent value. Hence, in a thermodynamic system, the
property for the most frequent value is dominant.

2.3.3 Adjustability of Strengths of Node Concentration
and Node Distribution

Another notable feature of our ADC proposal is that single
parameter A controls the strengths of both node concentra-
tion and node distribution. Node concentration encourages
strongly interacting nodes to take the same state. On the
contrary, node distribution encourages each state to be as-
signed to the same number of nodes.

For controlling the node concentration and the node
distribution, we use the following performance variable
m; j(x;, x;j), which is given by

m; j(x;, Xj) = 13 jd; j(xi, Xj), (15)

where r; ; is the interaction force between nodes i and j, and
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d(x;, x;) is a function of the distance between states x; and
xj. If x; = xj, d(x;, x;) returns the smallest positive value
than that for x; # x;. When A is large, a small M frequently
occurs in our ADC proposal. To realize a small M, m; ; must
be small. Hence, if A is large, nodes with a large r; ; prefer
to take the minimum d(x;, x;) (i.e., x; = x;). Therefore, by
changing A, our ADC proposal can control the strength of
the node concentration.

How does our ADC proposal control the strengths of
node concentration and node distribution, simultaneously?
Since weak node concentration corresponds to strong node
distribution, our ADC proposal can adjust strengths of both
node concentration and node distribution by a single param-
eter A. In what follows, we explain the correspondence be-
tween node concentration and node distribution in a discus-
sion of the global property of our ADC proposal around M*.

In the previous section, we explained that our ADC
proposal encourages system states to take small F(M).
Hence, we also discuss the correspondence between node
concentration and node distribution from the viewpoint
of F(M). By substituting Eq.(12) to F(M) = M -
1/Alog G(M), F(M) is approximately given by

_1{10( 1 )_(M_M*)z} (16)
8\ Vo, ) 2en I

To discuss the average behavior of our ADC proposal, we
derive the average of F(M). From the above approximated
F (M), the average up of F(M) is approximately given by

M +puy 1 (VZﬂeCM)
~——"— 4 —log| ————|.

o — 17
HE 5 y ) o))

System states with small F(M) readily occur, but there is a
trade-off between the first term and second term’s logarithm
in Eq. (17) since M* and 1/ IO} cannot become small, simul-
taneously. If M* is small, node concentration is favored, and
node movement is limited to a few states. Hence, when M*
is small, 1/|Q] is large. The balance realized between first
term and second term’s logarithm is determined by A. If A is
large, the first term is small (i.e., the node concentration is
strong) since the weight 1/4 of the second term is relatively
small. On the contrary, if A is small, the second term’s log-
arithm is small (i.e., IQI is large). A large IQI corresponds
to strong node distribution, see Appendix. Therefore, by
changing A, our ADC proposal can adjust strengths of both
node concentration and node distribution.

2.4 Multi-Timescale Control Scheme

A control scheme that can support a large-scale and wide-
area network must satisfy what requirements? First, since
the environment surrounding such a network will change
frequently, the scheme should be highly responsive. That
is, it should quickly respond to environmental fluctuations.
System managers want to control the entire network as well

IEICE TRANS. COMMUN., VOL.E98-B, NO.11 NOVEMBER 2015
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Fig.3  Multi-timescale control scheme.

as small-scale networks, so the scheme should also offer
controllability, that is the ability to manage the entire net-
work according to the system manager’s goals (e.g., ad-
justing a measurement to a given target value). To real-
ize responsiveness and controllability, we consider a multi-
timescale scheme based on the control framework [3].

The multi-timescale scheme for network control is
shown in Fig. 3. In the scheme, multiple sub-schemes work
at microscopic and macroscopic timescales. At a micro-
scopic timescale, each node uses our ADC scheme. Thus
each node gathers local information, and then adjusts its
state according to the data. Hence, the multi-timescale
scheme can realize responsiveness. At a macroscopic
timescale, the entire network is controlled by a macro-
scopic sub-scheme set by the system manager. The macro-
scopic sub-scheme imposes the system manager’s goals on
all nodes through control parameter A of our ADC scheme.
By using Eq. (4) and A, node i directly adjusts its state x;
and m; j(x;, x;) where j € y;. In Fig. 3, nodes i, j, and k per-
form direct control. Through the direct control of m; ;(x;, x;)
by nodes, system performance variable M is indirectly con-
trolled. The macroscopic sub-scheme measures the average
values of m; j(x;, x;) for all pairs of (i, j) on a macroscopic
timescale, and calculates the average of M. The system
manager confirms whether the average of M suits the in-
tended goal. If it does not, the system manager reconfigures
A using an existing network management method.

The most important challenge for realizing the multi-
timescale scheme is how to design an ADC scheme to be
able to offer controllability to the system manager of the
networks. The main contribution of this paper lies in solving
this challenge. To solve the challenge, we apply MCMC to
design an ADC scheme in this paper. In the proposed ADC
scheme, nodes indirectly control system performance vari-
able M in accordance with A. Hence, by using ADC based
on MCMC, the system manager can adjust the average of M
through A.

3. Application to Traffic-Aware Virtual Machine Place-
ment with Load Balancing

We apply our ADC proposal to traffic-aware placement of
VMs in a DCN. In a DCN, the distribution of traffic rates
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between VMs is usually uneven [11]. Hence, for better net-
work performance, a DCN controller should perform traffic-
aware VM placement in which VMs communicating with
a high traffic rate should be sited in neighboring of physi-
cal machines (PM). However, such traffic-aware VM place-
ment would lead to concentrating VM loads on a few PMs,
and thus degrade their computing performance. Hence, load
balancing between PMs should be performed together with
traffic-aware VM placement. Since strengths of both traffic-
aware placement and load balancing should be adjusted ac-
cording to a given system design policy, we introduce an
ADC that adjusts strengths of both traffic-aware placement
and load balancing by using the node action designed in
Sect.2. Our ADC proposal implements traffic-aware place-
ment control in an autonomous decentralized manner, and
so has higher reliability than the scheme of [11].

3.1 Formulate VM Placement Problem

We formulate the VM placement problem on the basis of
the system model explained in Sect.2.1. Nodes and states
in the system model correspond to VMs and PMs, respec-
tively. Node concentration and node distribution correspond
to traffic-aware placement and load balancing, respectively.

As system performance variable M(X), we use the
traffic-cost product sum, which is also used in [11]. Ac-
cording to [11], 7;; and d(x; x;) in Eq. (15) are the traffic rate
between VMs i and j, and the communication cost (e.g., the
number of hops in the shortest path) between PMs x; and x;,
respectively.

Each VM collects its traffic rates to communicating
VMs and communication cost to adjacency PMs in the state
transition graph, and calculates AM; and transition probabil-
ity T; to control its own migration.

As the metric for the load balancing, we use PM load
variance Var[p] (p = (o1, ..., Py )), Which is defined by

1
Varlpl = 5= > (o~ Elp])*, (18)
=1

where p; = e, pEVM) and pEVM) is VM i’s load. p7 is the
PM load average, which is given by

1 Ny
Elpl = 3 ;p,. (19)

4. Experiment
4.1 Experiment Model

The performance of our ADC proposal depends on G(M)
because G(M) determines the global property of our ADC
proposal. According to Eq. (12), G(M) strongly depends on
Ho = M* + ACy; and oy = +/Cy. Specifically, oy depends
on o7 and op, which are the standard variances of traffic
rates and communication costs, respectively. op is set when

layer 3 layer 3

layer 2 layer 2

layer 1 layer 1

layer 0 layer 0
Pysical Pysical

machines ‘=——/ machines ‘=——

—— T — ——
group 1 group 2 group 3 group 4 group 1 group 2 group 3 group 4

(b) fat-tree topology

} group 1 >< group 2
group 2

group 3 group 4

(a) tree topology

group 1

group 4

group 3

(c) full-mesh topology

(d) state transition graph

Fig.4  Network topologies and state transition graph.

Table1 Topological feature quantities (i.e., ur, or, up, and op).
HT or KD )
Tree 1149 31.6 044 0.19

Fat-tree 1149 316 044 0.15
Full-mesh 1149 316 044 0.11

designing the network topology of a DCN. Hence, the net-
work topology design is related to achieving the desired per-
formance of our ADC proposal. Therefore, we investigate
the relation between network topology and the performance
of our ADC proposal.

Different network topologies have different path re-
dundancies and installation costs (i.e., number of network
links). The network topology used in a DCN is deter-
mined by considering the trade-off between path redundancy
and installation costs. This paper examines three topolo-
gies (tree, fat-tree, and full-mesh) with different levels of
path redundancy. It investigates how the trade-off relates to
the performance of our ADC proposal.

Figures 4(a) through (c) show tree topology, fat-tree
topology, and full-mesh topology, respectively. Tree topol-
ogy and fat-tree topology are the same as used in [11]. To
give the state transition graph in the system model, we sep-
arate the set of PMs into 4 groups, and allow VM migra-
tion only between PMs in the state transition graph shown
in Fig. 4(d). Figure 4(d) omits some edges for ease of view-
ing.

Table 1 shows statistics (i.e., ur, or, up, and op) for
the three topologies. We define the communication cost be-
tween PMs as the sum of link costs on the shortest path
between PMs. As an exception, we set the internal com-
munication cost within a PM to the smallest positive value.
When the two communicating VMs i and j are assigned in
the same PM, d(x;, x;) is the smallest communication cost.
We set the link cost of each network topology in such a way
that all network topologies have the same average commu-
nication cost. The differences in the standard deviations of
communication costs, op’s, among the network topologies
affect G(M) and the performance of our ADC proposal.

Regardless of network topology, we use the following
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Table 2  Parameter configuration.
number of states (PMs), Ng 16
number of VMs, N 160

average number of high traffic VMs, Ny 10

internal cost in a PM 0.0001 [s]
link cost of tree topology 0.1[s]

link cost of fat-tree topology 0.085[s]
link cost of full-mesh topology 0.47[s]
high traffic rate Ty 10 [Mbit/s]

low traffic rate T,
VM load p(V
control parameter « 0.1
simulation time 1,000,000 [s]

0.1 [Mbit/s]
1

rule for generating traffic rates. Each VM communicates
with a randomly-chosen Ny (average) VMs with high traffic
rate Ty, and other VMs with low traffic rate 7;. The same
rule for generating traffic rates allows us to focus on the im-
pact of network topology on the performance of our ADC
proposal.

At the start of each simulation run, we place N VMs
in a randomly-chosen PM. At each simulation time unit, a
VM uses the node action to determine if it should migrate
to another PM. We perform 200 simulations for different
random number sequences under the same parameter set-
ting, and calculate the average and confidence interval for
the same parameter setting.

The other parameters are set to the values shown in Ta-
ble 2. We examine a small-scale system with N = 160 due
to the computational limits. However, since the statistical
approximation used in Sect. 2 works more effective as N in-
creases, in principle, the results obtained in this simulation
would also be valid for large-scale networks. However, for
practical reasons, we should clarify how scale our ADC pro-
posal is effective. We will confirm that our ADC proposal
is effective for the network with N = 160. This confirma-
tion would indicate the effectiveness of our ADC proposal
for the networks with N > 160.

4.2 Controllability of Probability Distribution of System
Performance Variable M

First, we visually confirm that our ADC proposal can con-
trol probability distribution P(M) from the results simula-
tion experiments.

Figures 5(a) through (c) plot probability distribution
P(M) when we use tree topology, fat-tree topology, and full-
mesh topology. Section 2.3.1 explained that the average of
system performance variable, M, decreases as A increases
in our ADC proposal. According to these figures, the simu-
lation results do not contradict the explanation in Sect. 2.3.1,
and the sensitivity of 4 on M* depends on network topol-
ogy. In what follows, we investigate the difference among
the network topologies.

4.3 Effectiveness of Traffic-Aware VM Placement Control
with Load Balancing

Figures 6 and 7 plot averages of traffic-cost product sum
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M and PM load variance Var[p] for different values of con-
trol parameter A, respectively. Our ADC proposal more
closely resembles simple random control as A approaches
0. Hence, the results for a small A are representative of the
results for randomly placing VMs. From these figures, our
ADC proposal can adjust strengths of both traffic-aware VM
placement and load balancing by changing single parameter
A. The averages of M for fat-tree and full-mesh topolo-
gies drastically decrease at a certain A; we call this phe-
nomenon phase transition. The phase transition is caused
by the shrinkage of the system state space 2 to Q. Fig-
ure 8 plots the average of the number of PMs having VMs,
Ns. Since IQI can be estimated by Ny, decreasing IQI (.e.,
shrinkage of Q) is confirmed by decreasing Ng. Figure 8
shows that Ng for fat-tree and full-mesh topologies more
strongly decreases at a certain A. This phenomenon corre-
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sponds to the above-mentioned phase transition.

For a more detailed discussion, we investigate the aver-
age of traffic-cost product sum M vs. the average of PM load
variance Var[p], see Fig.9. In this figure, confidence inter-
vals are not shown because we repeat the simulation over
200 times until they are sufficiently small. Since small M
and Var[p] are desired, a line closer to the origin is higher
efficient in term of the trade-off between traffic-aware VM
placement and load balancing. From Fig. 9, the trade-off im-
proves with larger values of the standard deviation of com-
munication cost, op.

Therefore, our ADC proposal is highly efficient if the
network topology has large standard variance op (i.e., low
path redundancy).

4.4 Variance of System Performance Variable M

We next investigate this variance since it impacts system sta-
bility. Figure 10 plots the standard deviation of M obtained
from a simulation.

The standard deviation of a network topology with a
smaller standard variance of communication cost, op, is
larger, except for a few results (i.e., the results with A = 0.05
and 0.06). This can be explained as follow. First, the stan-
dard deviation of P(M) equals that of G(M). In the exper-
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iment setting, the standard variance op mainly affects the
standard deviation of G(M). Since the shrinkage of system
state space |QQ| shown in Fig. 8 also affects it, the inverted
relationship occurs in 4 = 0.05 and 0.06. However, the in-
verted relationship is a fairly minor result.

Therefore, the network topology with our ADC pro-
posal and a small standard variance op (i.e., high path re-
dundancy) has good stability. However, since high path re-
dundancy does not provide a good trade-off between traffic-
aware VM placement and load balancing, the network topol-
ogy used in a DCN should be selected according to the per-
formance desired.

In Fig. 10, to confirm the validity of the approximation
in Section 2, we also plot \/C,,, which is calculated from

dM* M'(1+e) - M1 -€)
da B 26/1 ’

(20)

where €; = 0.001. In Fig. 10, the curves of /Cy; overlap
with those of the standard deviation of M. Figure 10 al-
lows us to confirm the validity of the approximation since
the standard deviations of M coincide with Cy,.

4.5 Robustness against Fluctuation in the System

Our ADC proposal will have the robustness against fluctua-
tion in a system since we design its probabilistic node action
to absorb the fluctuation. Hence, we will confirm here the
robustness of our ADC proposal against fluctuations in traf-
fic rates and VM loads.

To investigate the robustness, we generate noises
around initial value init,, for traffic rates r; ; and VM loads
pﬁVM). The noises follow normal distribution N(0, inity, 0,)
where o, is fluctuation strength.

Figures 11(a) and (c) plot probability distribution P(M)
with A = 0.01, 0.05 and 0.1 for different o, values when us-
ing the tree topology. Although we discuss here only with
tree topology, we also have confirmed the validity for other
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topologies and other A. From this figure, our ADC proposal
maintains the probability distribution regardless of fluctua-
tion strength o,,. Hence, our ADC proposal has the robust-
ness against fluctuation.

4.6 Centralized Control versus Our ADC Proposal

Finally, we compare our control against a centralized con-
trol, which collects information from the whole system and
then sets the system state so as to optimize performance.
Our comparison objective is to clarify the side effect of our
ADC proposal. In ADC, each node controls its state by
using only local information. On the contrary, in central-
ized control, the management node controls the system state
by using full information of the entire network. Hence, in
static situation where information is time invariant, central-
ized control would be higher performance than the proposed
ADC. In this section, we investigate how the proposed ADC
is lower performance than centralized control.

We examine just centralized control with clustering to
simply investigate the performance difference. The central-
ized control first tries to assign VMs with high traffic rates
to the same cluster, and clusters to PMs such that each PM
has an equal number of VMs. As the number of clusters
increases, it becomes easy to perform load balancing but it
becomes difficult to perform traffic-aware VM placement.
Hence, by changing the number of clusters, N¢, the cen-
tralized control can adjust the balance between traffic-aware
VM placement and load balancing.

We summarize below the procedures of the centralized
control with clustering.

1. Input the target number of clusters, Nc¢.

2. Collect traffic rates for all pairs of VMs.

3. Make initial clusters for each VM. Cluster i corre-
sponds to VM i, and the edge weight w; ; between clus-
ters i and jis given by r;;. If r;; = 0, the edge between
clusters i and j does not exist.

4. Select the edge with maximum weight. We assume that
clusters i and j are connected by the maximum edge.

5. Merge clusters i and j to cluster k, and set edge weights
wy; between the merged cluster k and other clusters / by
wiy = (Wi +wjp)/2.

6. Repeat 4) through 5) until the number of clusters be-
comes Nc¢.

7. Assign the N¢ clusters to PMs. Namely, we assign the
x-th cluster to the y-th PM where y = (x—1 mod Ng)+1.

Figure 12 plots an example of the procedures of the
centralized control with clustering. In this figure, circles and
dashed ellipses correspond to VMs (i.e., VM a, b, c, d, and
e) and clusters, respectively. We do not draw links that have
weight 0.

Figure 13 shows the average of traffic-cost product sum
M* vs. the average of PM load variance Var[p] for our ADC
proposal and the centralized control when using the tree
topology. From this figure, if M is small, our ADC proposal
has almost the same performance as the centralized control.
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This is because that our control yields, in effect, simple ran-
dom VM placement, as traffic concentration is weak.

The performance difference between our ADC pro-
posal and the centralized control would become small in
a large-scale network since the load balancing with simple
random VM placement works more efficiently as the num-
ber of nodes increases. However, in dynamic environment,
the performance of centralized control is suspect because of
the limitation of the gathering information by a node. There-
fore, we should compare the performances in a large-scale
system with state information fluctuation in a future work.

5. Related Work

There are many centralized control schemes [11]—-[14]. The
centralized VM placement control in [11] performs traffic
concentration in a DCN by using the traffic rates between
VMs and network costs between PMs. The centralized re-
source management control of [14] assigns jobs to servers
in a data center according to job size and server capacity.
These centralized controls need to gather information from
the whole system, and so they cover much smaller-scale net-
works than our targets.

Several ADCs have been proposed in [10], [15]-[20].
In [19], [20], ADC schemes are designed on the basis of bi-
ologically inspired engineering. Unlike such a bio-inspired
ADC schemes, our ADC proposal is able to offer the con-
trollability to the system manager of large-scale and wide-
area networks. In [15], decentralized control is realized
by decomposing the overall control problem into a set of
smaller subproblems. This scheme is scalable, but its ap-
plication is limited to decomposable problems. The VM
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placement problem explained in this paper cannot be de-
composed into a set of subproblems, and so we need an-
other autonomous decentralized scheme of [15] for solving
the VM placement problem. In [10], [16]-[18], the ADCs
based on Markov approximation are proposed. The Markov
approximation is a method that approximates an optimiza-
tion problem as a stochastically-optimized Markov chain.
This Markov chain is generated by using MCMC, and so
these controls using the Markov approximation are similar
to our ADC proposal. However, we focus on controlling
a system performance variable, while they control system
state. By controlling the system performance variable, it be-
comes easy to not only understand the system global prop-
erties, but also implement global control.

6. Conclusion and Future Work

In this paper, we introduced an ADC scheme for indirectly
controlling a system performance variable in large-scale and
wide-area networks. Our ADC proposal uses a node action
based on MCMC, and was investigated by analyses based
on statistical mechanics. The results showed that the node
action of our ADC proposal can (a) indirectly control a sys-
tem performance variable, and (b) adjust the strengths of
two different controls (i.e., node concentration and node dis-
tribution) with a single control parameter.

We applied our ADC proposal to design a traffic-aware
VM placement control with load balancing in a DCN. This
control can adjust strengths of both traffic-aware VM place-
ment and load balancing by using a single control parameter.
Through simulation experiments, we clarified that (a) our
placement control is effective several network topologies,
and (b) the network topology of a DCN should be selected
according to the performance requirements of the DCN
manager, because, in ADC, network topologies with low
path redundancy are better in term of efficiency but worse
in terms of stability. Moreover, we clarified the robustness
of our ADC proposal against system fluctuations, and com-
pared the performance of our ADC proposal to that of a cen-
tralized control scheme using clustering.

Our future work is divided into two parts. In the first
part, we are planning to develop VM placement control for a
realistic environment as well as a realistic DCN model. This
paper focused on simple VM placement control, and so we
need to refine the designed VM placement control to make
it practical. After refining the VM placement control, we
will implement the VM placement control in a DCN, and
investigate the performance of our ADC proposal in a real
environment. In particular, we will clarify the computation
time of our ADC proposal. In the second part, we will inves-
tigate the effectiveness of our ADC proposal under several
conditions. In particular, we will clarify the effectiveness of
our ADC proposal compared with centralized control in a
dynamical environment. In the comparison, we should con-
sider the effect of the time spent on gathering the informa-
tion explained in Sect. 1. Then, we will design an adaptive
control of A by each node in a dynamic environment, and
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clarify its effectiveness. Moreover, we will investigate the
robustness against the fluctuations in the numbers of states
and nodes according to practical situation.
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Correspondence between Large |Q| and
Strong Node Distribution

Appendix:

We have used the correspondence between large Q| and
strong node distribution in Sect.2 to show that our ADC
proposal can adjust the strengths of both node concentration
and node distribution.

To make the discussion explicit, we define |f2| and the
variable for node distribution as follows.

e We approximate |Q)] by N¥ where Ng(1 < Ny < Ny)
is the number of states assigning nodes. When node
concentration is strongly emphasized, node transition
is limited to a few states (i.e., NS states). Hence, the
change in N represents the change in |€)].

e We use variance Var[p] as a variable for node distri-
bution where p = (o1, ..., on,) and py is the number of
nodes with state k. If all p;’s for each state are equal,
node distribution is ideal. Hence, small Var[p] values
are better for node distribution.

With the above definition, we confirm the correspon-
dence between large Ny and small Var[p] to show the corre-
spondence between large || and strong node distribution.

When Ny increases to 1\73 Ng < Ng), IO increases
from NY to NV, If the probability property (i.e., aver-
age and variance) of node loads is the same, p; decreases
to NS /Né pi because the number of nodes with a state de-
creases to NS /Ng. Since Var[a X] = a*Var[X], Var[p] de-
creases to

6
—Var[p]. (A-1)
Ngz

From the above discussion, we can confirm the corre-
spondence between large Ny and small Var[p] (i.e., strong
node distribution).
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