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ABSTRACT

In this study, we propose a video-based facial expression
recognition method that utilizes the “emotion-wheel model.”
In research on emotions in the field of psychology, a model
has been proposed in which basic emotions are arranged in
a circular pattern, such as where “happiness” and “sadness”
are opposites. Therefore, we utilized this knowledge as an
inductive bias to improve accuracy by embedding features
that are consistent with the emotion model in the process
of class identification for recognizing facial expressions in
videos. As a result of a performance evaluation using the
CK+, MMI, and AFEW datasets, the recognition rates of the
proposed method are 98.78%, 81.95%, and 55.31% for each
dataset, which are 3.67%, 6.34%, and 4.9% higher than the
baseline method, respectively. Furthermore, the proposed
method outperforms the state-of-the-art method on MMI and
AFEW.

Index Terms— Facial expression recognition, Emotion
wheel, Deep learning, Tree structure, Emotion model

1. INTRODUCTION

Estimating emotions by recognizing facial expressions has at-
tracted a lot of attention because it is expected to be done in a
wide range of fields such as human-computer interaction and
mobility from the viewpoint of naturalness. However, the task
of facial expression recognition remains a challenging prob-
lem because of individual differences in facial expressions,
such as variations in the ways and intensity of expressions.

In recent years, facial expression recognition using video
has attracted much attention [1], and methods have been pro-
posed to acquire features related to facial expressions inde-
pendently of individuals. The method in [2] uses both facial
landmarks and face images. The method in [3] disentangles
facial features and expression features. These methods focus
more on the movement of facial muscles to obtain general
features of facial expressions.

In the field of psychology, two emotion models have been
proposed. One is a model of people’s basic emotions arranged
in a circle, in which, for example, “happiness” and “sadness”
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emotions are located at opposite ends [4]. The other is a
model of two-dimensional valence and arousal (VA) space
(valence indicates how positive or negative an emotional state
is, and arousal indicates how passive or active it is)[5]. In ad-
dition, each emotion has similarities (anger, disgust, fear, and
sadness are negative emotions) and opposites (happiness and
sadness). Moreover, it has been reported that it is effective to
use emotion models for facial expression recognition [6, 7].
In [6], it was shown that the classification performance could
be improved by using a deep learning model trained to esti-
mate VA as a pre-training model for facial expression recogni-
tion models. In addition, in [7], it was reported that learning
facial expression recognition and VA estimation simultane-
ously improves classification performance. From these stud-
ies, it is expected that the emotion model can be utilized for
facial expression recognition to obtain generic features for fa-
cial expression classification. However, both studies require
ground truth such as VA that quantifies the emotion model.
However, only the expression class is given in many datasets
for facial expression recognition, and a more detailed ground
truth as VA is not given.

In this study, we aim to improve the accuracy of facial ex-
pression recognition by incorporating psychological knowl-
edge called the “emotion-wheel model” into a facial expres-
sion recognition algorithm as an inductive bias, without us-
ing information other than the expression class such as VA.
Specifically, we propose a tree structure deep learning model
to achieve effective feature embedding based on the emotion-
wheel model in the processing of feature embedding and class
identification for video.

Our main contributions are summarized as follows.

• We propose a deep tree structure facial expression
method that incorporates psychological knowledge,
that is, the emotion wheel, as an inductive bias.

• The performance of the proposed method is compared
on the public datasets CK+, MMI, and AFEW, and it
outperforms the baseline method on all datasets. Fur-
thermore, it outperforms the state-of-the-art method on
MMI and AFEW.
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Fig. 1. Plutchik’s wheel of emotions
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Fig. 2. Model of emotions and tree structure for each data set

2. FACIAL EXPRESSION RECOGNITION METHOD
BASED ON EMOTION MODEL

2.1. Emotion model and tree structure

In this study, we use the model of Plutchik’s wheel of emo-
tions [4](Fig. 1), which consists of eight basic emotions, as
a base. Here, the expression label assigned to each facial ex-
pression recognition dataset is slightly different. Therefore,
we vary the emotion wheel model in accordance with the ex-
pression label given to each dataset. In this study, we use the
public datasets CK+[8], MMI[9], and AFEW [10]. Figure 2
shows the emotion model and tree structure for each dataset.
We vary Plutchik’s emotion model in accordance with the fa-
cial expressions given in each dataset. The tree structure in
this study has height T = ⌊(C + 1)/2⌋, number of nodes
N = C − 1, and number of edges E = C − 2, where C is
the number of facial expression classes. Here, there is a neu-
tral class in AFEW. Neutral is not an emotion, so it is always
classified in the first branch of the tree structure. The class ID
output by each node in the tree depends on how the emotion
model is divided.

2.2. Proposed convlutional classification tree

An overview of the proposed method is shown in Fig. 3.
This method consists of a feature extractor, which extracts
features from video, and a convolutional classification tree
(CCT), which embeds features and classifies facial expres-
sions based on the above emotion model. First, the proposed
method extracts a feature map by a feature extractor inputting
a video with face regions. Then the feature map is input to the
CCT, which recognizes feature embedding and facial expres-
sions based on the emotion model.

The CCT learns the relationship between emotions based
on the emotion model by learning a model that divides and
hierarchizes the model, as shown in the upper left of Fig. 3.
The convolutional classification node (CCN), a component
of the CCT, consists of an attention module and a percep-
tion module, as shown in Fig. 4. The attention module is a
module based on the attention branch of the attention branch
network [11]. This module consists of a conv block, batch
norm (BN), global-average-pooling (GAP), fully connected
layer (FC), and sigmoid. The conv block is composed of two
convolutional layers, ReLU and BN. The perception module
is composed of a conv block, GAP, and FC. In the CCN, the
feature map is first input to the attention module, and then the
attention map and class likelihood are calculated. Then, the
element product of the obtained attention map and the feature
map is taken, and the attention map is reflected in the feature
map. The feature map is then input to the perception module
to calculate the class likelihood. If we denote the feature map
as F and the attention map as Fa, the feature map passing
from the parent node to the child nodes branching to the left
and right is as follows.

Fl = F ◦ Fa (1)
Fr = F ◦ (1− Fa) (2)

Here, ◦ represents Hadamard product, Fl is the feature
map passed to the left child node, Fr is the feature map passed
to the right child node. As shown in the above equation, when
a child node branches to the left or right, a different feature
map is passed to each node. In other words, the attention map
plays the role of a router function. The CCT is trained to
classify two or three classes at each node. Therefore, the loss
function of the CCT is as follows.

L1 =

M∑
i=1

N∑
j=1

Lj
p(xi) +

M∑
i=1

N∑
j=1

Lj
a(xi) (3)

Here, M is the number of samples, N is the number of
nodes, xi is the ith input sample, Lj

p(xi) and Lj
a(xi) are the

learning loss between the class label and probability score ob-
tained from the perception module and attention module the
class label corresponding to the jth node, respectively. To
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Fig. 3. Overview of proposed facial expression recognition method. This figure shows tree structure of proposed method for
CK+. Tree structure is defined for each dataset.

reduce the variance of features due to the tree structure, Ar-
cFace [12], a kind of metric learning, is introduced as a loss
function for each node.

Furthermore, the likelihoods of the expression classes ob-
tained from each module of each node are concatenated and
the learning error is computed between the expression proba-
bility score calculated by the Softmax function and the class
label.

L2 =

M∑
i=1

Lcp(xi) +

M∑
i=1

Lca(xi) (4)

Here, Lcp and Lca are the cross-entropy loss obtained
from perception module and attention module, respectively.

The final learning error can then be expressed as follows.

L = L1 + L2 (5)

3. EXPERIMENTS

3.1. Datasets used for the experiment

In this experiment, CK+ [8], MMI [9], and AFEW [10] were
used. For CK+ and MMI, the performance was evaluated
by subject-independent 10-fold cross-validation as in previ-
ous studies [1].
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Fig. 4. Overview of convolutional classification node

CK+ [8] consists of 327 videos taken in the laboratory and
collected from 118 subjects. The videos consist of a sequence
that changes from a neutral expression to a scene with a peak
expression. The expressions included in this dataset are anger,
contempt, disgust, fear, happiness, sadness, and surprise.

MMI[9] consists of 326 videos featuring 32 participants.
Of these, 213 videos are labeled anger, disgust, fear, happi-
ness, sadness, and surprise. The videos start with a neutral
expression. The expression peaks in the middle of the videos
and returns to a neutral expression at the end.

AFEW[10] is the closest real-world dataset that contains
video clips collected from various movies and TV dramas. It
contains seven facial expressions: anger, disgust, fear, happi-
ness, sadness, surprise, and neutral. This dataset is divided
into training data (773 samples), validation data (383 sam-
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Table 1. Experimental results on the CK+
Method Accuracy

PHRNN-MSCNN（2017）[2] 98.50%
C3D-GRU（2019）[13] 97.25%
CTSLSTM（2019）[14] 93.90%

SC（2019） [15] 97.60%
LBVCNN（2019）[16] 97.38%

Enhanced ConvLSTM（2021）[17] 95.72%
MIC（2021）[3] 99.71%

R(2+1)D [18] + FC（Baseline） 95.11%
R(2+1)D [18] + CCT-Att. (Ours) 98.47%
R(2+1)D [18] + CCT-Pec. (Ours) 98.78%
R(2+1)D [18] + CCT-Ens. (Ours) 98.78%

Table 2. Experimental results on the MMI
Method Accuracy

3D CNN-DAP（2014）[19] 63.40%
PHRNN-MSCNN（2017）[2] 81.18%

CNN+LSTM（2019）[20] 78.61%
CTSLSTM（2019）[14] 78.40%

MIC（2021）[3] 81.29%
R(2+1)D [18] + FC（Baseline） 75.61%

R(2+1)D [18] + CCT-Att. (Ours) 80.98%
R(2+1)D [18] + CCT-Pec. (Ours) 81.95%
R(2+1)D [18] + CCT-Ens. (Ours) 81.46%

ples), and test data (653 samples). The data in the three sets
are guaranteed to be from mutually exclusive movies and ac-
tors. Since the labels of the test data are not publicly available,
we train the model on the training data and evaluate its per-
formance on the validation data. Note that the validation data
is not used in the training phase for tuning parameters and
hyperparameters.

3.2. Experimental setting

In this study, the baseline method consists of a feature extrac-
tor with R(2+1)D [18] and a discriminator with three fully
connected layers. R(2+1)D was pretrained by Kinetics-400
[23]. Face images aligned by OpenFace [24] were used as
input to the model. The size of the aligned face images was
112 × 112. The length of the video input to the model was
16 frames. In the evaluation of the proposed method, exper-
iments were conducted for all ways of dividing the emotion
model for each dataset. For each dataset, there were 14 ways
to divide the emotion model for CK+, 6 ways for MMI, and 12
ways for AFEW. The recognition rate of the proposed method
was evaluated based of the scores obtained from the attention
module and perception module (CTT-Att., CTT-Per., respec-
tively) and the sum of the two scores (CTT-Ens.).

Table 3. Experimental results on the AFEW
Method Accuracy

Unidirectional LSTM（2017）[21] 48.60%
CTSLSTM（2019）[14] 51.20%
C3D-GRU（2019）[13] 49.78%

Former-DFER（2021）[22] 50.92%
MIC（2021）[3] 53.72%

R(2+1)D [18] + FC（Baseline） 50.41%
R(2+1)D [18] + CCT-Att. (Ours) 54.77%
R(2+1)D [18] + CCT-Pec. (Ours) 55.04%
R(2+1)D [18] + CCT-Ens. (Ours) 55.31%

3.3. Experimental results

We compared our method with state-of-the-art methods that
use video as input and no additional training data to ensure
a fair experiment. We also report the most accurate results
for each dataset when the emotion model is split in all the
splitting patterns.

Results on CK+. The recognition rate of the proposed
method for CCT-Per. and CCT-Ens. was 98.78%, which was
3.67% higher accuracy than the baseline method. Results on
MMI. The recognition rate of the proposed method for CCT-
Per. was 81.95%, which was 6.34% more accurate than the
baseline method. Furthermore, the proposed method outper-
formed the state-of-the-art method by 0.66%, which is a slight
improvement. Results on AFEW. The recognition rate of the
proposed method was 53.31% for CCT-Ens. which was 4.9%
more accurate than the baseline method. Furthermore, the
proposed method outperformed the state-of-the-art method by
1.59%.

As a result of these experiments, we confirmed that the
accuracy of the proposed method is significantly better than
that of the baseline method on all datasets. Furthermore, the
proposed method outperforms the state-of-the-art method on
MMI and AFEW, confirming that using emotion models for
feature embedding as inductive bias is effective for obtaining
generic features in facial expression recognition.

4. CONCLUSION

In this study, we proposed a tree-structure facial expression
recognition method for feature embedding based on the emo-
tion model proposed in the field of psychology. In experi-
ments, we evaluated the performance of the proposed method
on the public datasets CK+, MMI, and AFEW, and we con-
firmed that the proposed method significantly improves the
accuracy over the baseline method on all datasets. Further-
more, the accuracy of our method was better than the state-of-
the-art method on MMI and AFEW. This confirms that using
emotion models as inductive bias in facial expression recog-
nition effectively acquires generic features.
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