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Abstract
We propose an algorithm that enhances convolutional long short-term memory (ConvLSTM), i.e., Enhanced ConvLSTM,

by adding skip connections to spatial and temporal directions and temporal gates to conventional ConvLSTM to suppress

gradient vanishing and use information that is older than the previous frame. We also propose a method that uses this

algorithm to automatically recognize facial expressions from videos. The proposed facial expression recognition method

consists of two Enhanced ConvLSTM streams. We conducted two experiments using eNTERFACE05 database and CK?.

First, we conducted an ablation study to investigate the effectiveness of adding spatial and temporal skip connections and

temporal gates to ConvLSTM. Ablation studies have shown that adding skip connections to spatial and temporal and

temporal gates to conventional ConvLSTM provides the greatest performance gains. Second, we compared the accuracies

of the proposed method and state-of-the-art methods. In an experiment comparing the proposed method and state-of-the-art

methods, the accuracy of the proposed method was 49.26% on eNTERFACE05 database and 95.72% on CK?. Our

proposed method shows superior performance compared to the state-of-the-art methods on eNTERFACE05.

Keywords Facial expression recognition � Deep learning � Recurrent neural networks � Long short-term memory

1 Introduction

Facial expression is an essential, nonverbal means of

conveying one’s emotions and intentions. Ekman et al. [1]

defined six basic facial expressions—anger, disgust, fear,

happiness, sadness, and surprise—which are universal

among people. Automatic facial expression recognition is

used in various fields such as human computer interaction

(HCI) [2] and medical care [3].

A facial expression is produced over the course of three

phases: onset, peak, and offset. Onset is the moment the

expression begins, peak is the moment the expression

appears most intense, and offset is the moment the

expression disappears. An expression is represented by a

spatiotemporal change from the onset to the offset. As

dynamic facial information has been proven to be effective

in the field of psychology for recognizing subtle facial

expression [4], facial expression recognition systems need

to be able to capture the dynamic changes mentioned

above. However, it is difficult to capture changes in facial

expression between adjacent frames because there is little

to no change.

Studies on automatic facial expression recognition can

be divided into two types. The first type uses a single

image. The methods developed in these studies use hand-

crafted features [5–7] and convolutional neural networks

(CNNs) [8–10]. However, they do not take into account

dynamic facial information which is effective for facial

expression recognition. The second type uses sequential

images. The methods developed in these studies use

handcrafted features and deep neural networks (DNNs).

The handcrafted features used for the method [11–13] are
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low level compared with the DNNs features. Two types of

DNNs take an image sequence as input. The first type

extracts spatial and temporal features with multi-mod-

ules [14, 15]. This type uses CNNs to extract spatial fea-

tures and recurrent neural networks (RNNs) to learn the

temporal information of the obtained spatial features. Since

the spatial and temporal features are extracted by different

modules, it is not possible to extract spatiotemporal fea-

tures in which spatial and temporal relationships are

simultaneously expressed. The second type of DNNs

extracts spatial and temporal features with a single module.

In this method, 3D CNNs have been shown to be effective

for action recognition [16–18], and convolutional long

short-term memory (ConvLSTM) has been shown to be

effective for video prediction [19]. While 3D CNNs is an

effective method, it has numerous parameters and requires

large datasets, making it difficult to train. The database for

facial expression recognition [20–22] is significantly

smaller than those for action recognition [23–25]. It is

difficult to apply 3D CNNs to facial expression recogni-

tion. In contrast, ConvLSTM can extract spatiotemporal

features and has fewer parameters than 3D CNNs.

In this study, we propose a method based on

ConvLSTM. However, there are two disadvantages to

using ConvLSTM for facial expression recognition. The

first is that older information cannot be referenced. Since

the facial expression of the video does not change much

between adjacent frames, it may be effective to use the

information that older than the previous frame. As descri-

bed in a previous study [26], LSTM cannot retain long-past

information because it is affected by the information in the

previous frame. Therefore, as the sequence becomes

longer, older information is lost and cannot be referenced.

The second is that the gradient tends to vanish. ConvLSTM

is expanded in the temporal direction, so the layer becomes

deeper in this direction, and gradient vanishing is more

likely to occur. In addition, it uses sigmoid and tanh acti-

vation functions. As a result, the multilayer ConvLSTM

may cause gradient vanishing between layers.

To use older information and suppress gradient vanish-

ing, we added skip connections in the spatial and temporal

directions and temporal gates to conventional ConvLSTM.

The algorithm is named enhanced convolutional LSTM

(Enhanced ConvLSTM). The addition of a temporal gates

makes it possible to use older information, and temporal

skip connections suppress gradient vanishing in the tem-

poral direction. Furthermore, spatial skip connections

suppress gradient vanishing between layers. We also pro-

pose a facial expression recognition method using

Enhanced ConvLSTM. The proposed method consists of

two Enhanced ConvLSTM streams in which spatiotempo-

ral features are extracted by stacking the Enhanced

ConvLSTM, as shown in Fig. 1.

We conducted two experiments using the eNTERFACE

database and CK?. First, we investigated the effectiveness

of adding skip connections and gates to ConvLSTM by

conducting an ablation study. Second, we compared the

accuracies of the proposed method and state-of-the-art

methods. Ablation studies have shown that adding skip

connections to spatial and temporal and temporal gates to

conventional ConvLSTM provides the greatest perfor-

mance gains. In an experiment comparing the proposed

method and state-of-the-art methods, the accuracy of the

proposed method was 49.26% on eNTERFACE05 database

and 95.72% on CK?. Our proposed method shows superior

performance compared to the state-of-the-art methods on

eNTERFACE05.

2 Related work on facial expression
recognition from image sequence

2.1 Handcrafted feature-based methods

Previously proposed methods [11–13] use handcrafted

features for automatic facial expression recognition in

videos. One such method [13] selects the video frame in

which the facial expression is the most intense. It also uses

local phase quantization features to characterize the texture

of the face. Although this method was the highest per-

forming among the three methods using handcrafted fea-

tures in the eNTERFACE05 database, it is less accurate

than DNN-based methods.

Fig. 1 Enhanced ConvLSTM. Two types of paths shown with red

dotted and blue dashed lines were added to conventional ConvLSTM.

In addition, temporal gates were added to capture older information

more effectively. The red and blue paths make it possible to suppress

gradient vanishing. Furthermore, the red paths and the gates enable

the use of older information which was not previously possible with

conventional ConvLSTM
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2.2 DNNs-based methods

Previous methods using DNNs (a combination of CNNs

and RNNs) [14, 15] have been proposed for automatic

facial expression recognition in videos. CNNs were used to

extract spatial features and RNNs were used to extract

temporal features. Pan et al. [15] proposed an effective

method that combined the VGG-19 [27] with the LSTM

[28] method. VGG-19 [27] is an image recognition tech-

nique using CNNs. LSTM [28] is a type of RNN capable of

learning temporal dependencies. In this method, spatial and

temporal features are extracted independently using the

VGG-19 and LSTM, respectively. Because different

modules are used for extraction, the method [14, 15] can-

not extract features that simultaneously represent spatial

and temporal relationships. In addition, LSTM is expanded

in the temporal direction, causing the layer to be deeper in

that direction. Therefore, gradient vanishing is likely to

occur. In addition, LSTM is affected by the information in

the previous frame, so it is difficult to retain a large amount

of past information. Since the change in facial expression

between adjacent frames is minimal, information from

older frames is more effective for capturing changes in

facial expression.

3 Enhanced convolutional LSTM (Enhanced
ConvLSTM)

This section describes the proposed Enhanced ConvLSTM

in detail.

Findings from psychological studies indicate that

focusing on changes in facial expressions is effective for

recognizing the expressions. Thus, it is important to pay

attention to facial expression changes in automatic facial

expression recognition. However, it is difficult to capture

the changes on the video because the changes are minimal

between adjacent frames. In addition, the use of

ConvLSTM in video-based facial expression recognition is

effective for capturing spatiotemporal changes in the face,

but gradient vanishing may occur. Therefore, in this study,

we propose an algorithm that suppresses gradient vanishing

in ConvLSTM and focuses on facial expression changes.

Conventional ConvLSTM [19] is an algorithm that

changes operations at each LSTM gate into a convolution

operator to extract spatiotemporal features. The essential

equations of conventional ConvLSTM are given below.

it ¼ rðWxi � xt þWhi � ht�1 þWci � ct�1 þ biÞ

ft ¼ rðWxf � xt þWhf � ht�1 þWcf � ct�1 þ bf Þ

~ct ¼ tanhðWxc � xt þWhc � ht�1 þ bcÞ

ct ¼ ft � ct�1 þ it � ~ct

ot ¼ rðWxo � xt þWho � ht�1 þWco � ct�1 þ boÞ

ht ¼ ot � tanhðctÞ;

ð1Þ

where r is the sigmoid activation function, � and � denote

the convolution operator and Hadamard product, respec-

tively, xt represents input data at time t, ht represents the

state of the hidden layer of the current frame, ht�1 repre-

sents the state of the hidden layer of the previous frame, it
represents the input gates at time t, ~ct represents input

modulation gates at time t, ct represents the memory cell at

t, ft represents the forget gates at t, ot represents output

gates at t, W represents the weight matrix, and b represents

the offset matrix.

(a) (b)

Fig. 2 Outline of conventional ConvLSTM and Enhanced ConvLSTM. Red dotted lines represent temporal skip connections and blue dashed

lines represent spatial skip connections. Adding xt st , and ~st to conventional ConvLSTM enables spatial and temporal skip connections. st
represents a temporal skip gate and ~st represents a temporal skip modulation gate. These gates receive information from two steps before and the

current information and learn features that effectively capture changes in facial expression
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Conventional ConvLSTM controls ct using it and ft.

When it is 1, the input gate is open, and when it is 0, the

gate is closed and the input is blocked. The same is true of

ft. Then, ct is updated on the basis of the outputs. ct is

controlled by the results of the output gates ot on the basis

of time steps t and t � 1. As described in a previous study

[26], LSTM cannot retain long-past information because it

is affected by the information in the previous frame.

Therefore, as the sequence becomes longer, older infor-

mation is lost and cannot be referenced. In addition, LSTM

is expanded in the temporal direction, so the layer becomes

deeper in this direction, and gradient vanishing is more

likely to occur. ConvLSTM uses sigmoid and tanh acti-

vation functions. As a result, the multilayer ConvLSTM

may cause gradient vanishing between layers.

To suppress gradient vanishing and enable the use of

older information, Enhanced ConvLSTM contains skip

connections in the spatial and temporal directions and

temporal gates in the temporal direction of conventional

ConvLSTM. The essential equations of Enhanced

ConvLSTM are given below.

it ¼ rðWxi � xt þWhi � ht�1 þWci � ct�1 þ biÞ

ft ¼ rðWxf � xt þWhf � ht�1 þWcf � ct�1 þ bf Þ
~ct ¼ tanhðWxc � xt þWhc � ht�1 þ bcÞ

ct ¼ ft � ct�1 þ it � ~ct

ot ¼ rðWxo � xt þWho � ht�1 þWco � ct�1 þ boÞ
~st ¼ tanhðWxp � xt þWhp � ht�2 þ bpÞ

st ¼ rðWxs � xt þWhs � ht�2 þ bsÞ

ht ¼ gðot � tanhðctÞ þ st � ~st þWxr � xtÞ;

ð2Þ

where g represents group normalization [29]. Figure 1

shows an outline of Enhanced ConvLSTM, and Fig. 2

shows the details of the conventional and Enhanced

ConvLSTM. As seen in Fig. 2 and Eq. 2, the difference

between conventional ConvLSTM and Enhanced

ConvLSTM is st, ~st and ht. st is referred to as the temporal

skip gate and ~st is the temporal skip modulation gate. These

gates receive information from two steps before and the

current information to learn effective features that capture

changes in facial expression. For ht in Enhanced

ConvLSTM, add Wxr � xt and st � ~st. Wxs � xt does not pass

through the gates in LSTM. Adding Wxr � xt to ht creates a

Fig. 3 Outline of proposed method consisting of two Enhanced ConvLSTM streams. Each stream receives RGB and optical flow image

sequences. The facial expressions are recognized by fusing the output feature maps from each stream and inputting them to the fully connected

layer. Feature maps are fused by calculating the element-wise sum of all feature maps
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route that propagates the gradient in the spatial direction.

st � ~st takes the information from two steps before as input.

Thus, a route that propagates the gradient in the temporal

direction is created by adding st � ~st to ht.

4 Proposed facial expression method

We developed our Enhanced ConvLSTM algorithm by

adding temporal gates and skip connections to the spatial

and temporal directions in conventional ConvLSTM. We

also developed a facial expression recognition method that

uses Enhanced ConvLSTM.

The outline of our proposed method is shown in Fig. 3.

The method consists of two Enhanced ConvLSTM streams

and three fully connected layers. RGB and optical flow

image sequences are inputted to each Enhanced

ConvLSTM stream. Then, the feature maps obtained from

each stream are summed element-wise, and the sum is

inputted to the fully connected layers to recognize the

facial expression. A method that combines CNNs and

LSTM such as the one developed by Pan et al. [15] cannot

extract spatiotemporal features which simultaneously rep-

resent the relationship between spatial and temporal

because spatial feature extraction using CNNs and tem-

poral feature extraction using LSTM are different modules.

Therefore, in the Enhanced ConvLSTM streams of the

proposed method, spatiotemporal features are extracted by

stacking Enhanced ConvLSTMs which can extract features

that simultaneously represent the spatial and temporal

relationship. As with many CNNs-based methods, max

pooling is applied after the Enhanced ConvLSTM layer to

extract high-level features by stacking the Enhanced

ConvLSTM. The kernel size of the convolution filter in

each Enhanced ConvLSTM is 5 � 5 in the first and second

layers and 3 � 3 in the third and fourth layers.

The facial images in each stream were obtained using

the OpenFace application module [30]. Optical flow was

calculated using a common method [31].

5 Experiments

We conducted two experiments. First, we investigated the

accuracy of each component of the proposed facial

expression recognition method by conducting an ablation

study. Second, we compared the accuracies of the proposed

method and conventional methods. This section describes

the experimental conditions and results.

5.1 Experimental conditions

We investigated the effectiveness of the proposed method

using the eNTERFACE05 database [21] and CK? [20].

eNTERFACE05 [21] database contains 1,290 videos of

43 subjects. Six basic expressions (anger, disgust, fear,

happiness, sadness, and surprise) are given as supervised

labels. The length of each video is about 1–4 s. Each video

frame consists of three channels (RGB) and measures 570

pixels in height and 720 pixels in width. In the experiment

with this dataset, we divided the video into 16-frame clips

for network training and testing. The clip was split so that

the previous 8-frame overlapped with the next 8-frame.

The supervised label given to the clip was that given to the

original video. Each clip was classified, and the class with

the most clips was the final classification result. The pro-

posed method is evaluated by leave-one-subject-group-out

(LOSGO) which subjects from the eNTERFACE05 data-

base were divided into 5 groups and cross-validation. This

is same evaluation method used several previous

works [11–13, 15].

CK? [20] is a dataset containing 593 image sequences

obtained from 123 subjects. In addition, among those

image sequences, 327 image sequences obtained from 118

subjects were labeled with seven basic expressions (anger,

contempt, disgust, fear, happiness, sadness, and surprise).

This dataset is a database focused on the analysis of facial

expressions. In the experiment with this dataset, we split

the video into 8-frame clips and set the overlap to 6 frames

for network training and testing. The classification method

is the same as the experiment using the eNTERFACE05

database. The proposed method is evaluated by tenfold

person-independence cross-validation experiments. This is

(a)

(b)

Fig. 4 Example face images obtained from eNTERFACE database

and CK?
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same evaluation method used several previous

works [32, 33].

Figure 4 shows example facial images obtained from the

eNTERFACE database and CK?. The images in each

stream were obtained using the OpenFace module [30].

We utilized four Tesla V100 with 16 GB memory. For

ConvLSTM and the proposed method, the mini-batch size

was 6, and the learning rate was 0.000125. We also utilized

Momentum SGD as the optimizer. The same hyperpa-

rameters and optimizer were used in all experiments.

5.2 Ablation study

In the ablation study, we investigated the effectiveness of

spatial skip connections, temporal skip connections, and

temporal gates.

5.2.1 Evaluation on eNTERFACE05 database

Table 1 shows the accuracy of the ablation study, and

Fig. 5 shows the confusion matrix of accuracy.

Fig. 5 Confusion matrix obtained from ablation study using eNTEFFACE05 database. A comparison between a ConvLSTM and d Enhanced

ConvLSTM shows that the accuracy improved in most classes in d

Table 1 Results from ablation

study using eNTERFACE05

database

Method Accuracy (%)

(a) ConvLSTM (Conventional) 39.84

(b) ConvLSTM with spatial skip connections 45.68

(c) ConvLSTM with temporal skip connections and temporal gates 45.84

(d) Enhanced ConvLSTM (proposed) 49.26
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First, we compared the accuracies of conventional

(a) ConvLSTM and (b) ConvLSTM with spatial skip

connections. The accuracy of (a) was 39.84% and the

accuracy of (b) was 45.68%, an improvement of 5.84%. In

addition, the comparison between (a) and (b) in Fig. 5

showed improved accuracy in most classes. The accuracy

of ‘‘fear’’ and ‘‘surprise’’ decreased slightly while the

accuracy of the other classes (‘‘anger,’’ ‘‘disgust,’’ ‘‘joy,’’

‘‘sadness’’) improved. The class ‘‘anger’’ improved the

most, with an increase of 14.88%.

We then compared the accuracy of (a) conventional

ConvLSTM with that of (c) ConvLSTM with temporal skip

connections and temporal gates. The accuracy of (a) was

39.84% and the accuracy of (c) was 45.84%, an improve-

ment of 6%. In addition, the comparison of (a) and (c) in

Fig. 5 showed improved accuracy in all classes. The

accuracy of the class ‘‘joy’’ improved the most, with an

increase of 15.72%.

The above two results revealed that each skip connec-

tion and gate improved the accuracy of different classes. In

other words, the skip connections and gates each captured

different features that were effective for facial expressions

recognition.

Finally, we compared the accuracy of (b) and (d) En-

hanced ConvLSTM and compared the accuracy of (c) and

(d). As shown in Table 1, the accuracy of Enhanced

ConvLSTM was 49.26%, 3.58% higher than (b) and 3.42%

higher than (c). Furthermore, comparing (b), (c), and (d) in

Fig. 5, (d) appears to be the results of (b) and (c) comple-

menting each other. For example, in the classes ‘‘fear’’ and

‘‘sadness,’’ (b) was 21.40% and 30.70% and (c) was

27.44% and 26.51%, respectively, whereas (d) was 32.09%

Fig. 6 Changes in loss during training. The proposed method is evaluated by leave-one-subject-group-out (LOSGO) which subjects from the

eNTERFACE05 database were divided into 5 groups and cross-validation. Split1 represents the change in loss when trained on all groups except

Group 1. Likewise, Split2 is the change in loss when trained on all groups except Group 2, Split3 excludes Group 3, Split4 excludes Group 4, and

Split5 excludes Group 5
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and 37.67%, showing improvements in accuracy. This is

likely because more precise features can be obtained by

adding both spatial skip connections and temporal skip

connections and temporal gates.

The spatial skip connections, temporal skip connections,

and temporal gates were added to prevent gradient van-

ishing. Figure 6 shows the changes in the loss during

training. As shown in Fig. 6, adding spatial skip connec-

tions (Fig. 6b) or temporal skip connections and temporal

gates (Fig. 6c) to conventional ConvLSTM enables quick

loss convergence. In addition, the loss of Enhanced

ConvLSTM (Fig. 6d) converged more quickly than that of

the other methods. We determined that these results were

caused by better propagation of the gradient. Thus, spatial

skip connections, temporal skip connections, and temporal

gates can be considered effective for gradient vanishing.

We also found that the use of both spatial and temporal

skip connections and temporal gates converged the loss

Table 2 Results from ablation

study using CK?
Method Accuracy (%)

(a) ConvLSTM (conventional) 92.97

(b) ConvLSTM with spatial skip connections 94.50

(c) ConvLSTM with temporal skip connections and temporal gates 88.38

(d) Enhanced ConvLSTM (proposed) 95.72

Fig. 7 Confusion matrix obtained from ablation study using CK?. A comparison between a ConvLSTM and d Enhanced ConvLSTM shows that

the accuracy improved in most classes in d
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most quickly. Therefore, the use of both spatial and tem-

poral skip connections and temporal gates was most

effective for preventing gradient vanishing.

5.2.2 Evaluation on CK1

Table 2 shows the accuracy of the ablation study, and

Fig. 7 shows the confusion matrix of accuracy.

First, we compared the accuracies of conventional

(a) ConvLSTM and (b) ConvLSTM with spatial skip

connections. The accuracy of (a) was 92.97% and the

accuracy of (b) was 94.50%, an improvement of 1.53%. In

addition, the comparison between (a) and (b) in Fig. 7

showed improved accuracy in most classes.

We then compared the accuracy of (a) conventional

ConvLSTM with that of (c) ConvLSTM with temporal skip

connections and temporal gates. The accuracy of (a) was

92.97% and the accuracy of (c) was 88.38%, an decreased

of 4.59%. However, the comparison of (a) and (c) in Fig. 5

showed some classes have improved accuracy.

The above two results, (b) contributes to the improve-

ment of accuracy, but (C) may have an adverse affect

recognition.

Finally, we compared the accuracy of (b) and (d) En-

hanced ConvLSTM and compared the accuracy of (c) and

(d). As shown in Table 1, the accuracy of Enhanced

ConvLSTM was 95.72%, 1.22% higher than (b) and 7.34%

higher than (c). Furthermore, comparing (b), (c), and (d) in

Fig. 5, (d) appears to be the results of (b) and

Fig. 8 Changes in loss during training. The proposed method is evaluated by tenfold person-independence cross-validation experiments. Split1

represents the change in loss when trained on all groups except Group 1. Likewise, Split2 is the change in loss when trained on all groups except

Group 2, Split3 excludes Group 3, Split4 excludes Group 4, Split5 excludes Group 5, Split6 excludes Group 6, Split7 excludes Group 7, Split8

excludes Group 8, Split9 excludes Group 9, and Split10 excludes Group 10
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(c) complementing each other also improved accuracy in

most class. It was found that the recognition accuracy of

(c) alone is lower than that of (a), but better features can be

obtained by combining with (b).

Figure 8 shows the changes in the loss during training.

As shown in Fig. 8, adding spatial skip connections

(Fig. 8b) or temporal skip connections and temporal gates

(Fig. 8c) to conventional ConvLSTM enables quick loss

convergence. In addition, the loss of Enhanced ConvLSTM

(Fig. 8d) converged more quickly than that of the other

methods. Similar to Sect. 5.2.1, the proposed method is

thought to converge learning faster and propagate the

gradient better.

5.3 Comparison with state-of-the-art methods

We compare the state-of-the-art methods and the proposed

method for the two databases.

5.3.1 Evaluation on eNTERFACE05 database

Table 3 compares the proposed method with conventional

facial expression recognition methods, some of which use

handcrafted features [11–13], combine CNNs and LSTM

[15] and the CNN-based method [34]. The accuracy of the

proposed method was 49.26%, which is 1.24% higher than

that of the conventional methods. In addition, the accuracy

of ConvLSTM was lower than that of the conventional

method, but we verified that the accuracy becomes higher

than that of the conventional method after adding skip

connections in the spatial direction or skip connections and

new gates in the temporal direction. The results indicate

that feature extraction by stacking Enhanced ConvLSTM

can extract effective features in comparison with CNN-

based method and methods combining CNNs and LSTM.

5.3.2 Evaluation on CK1

Table 4 compares the proposed method with state-of-the-

art methods for CK?. The accuracy of the proposed

method was 95.72%. The proposed method showed higher

accuracy than some conventional methods, but could not

show the highest accuracy. However, the proposed method

shows higher accuracy in the eNTEFFACE05 database

than in FAN, which is the best in CK?. The eNTEF-

FACE05 database is a dataset that focuses on natural

emotional expression. Therefore, the proposed method is

superior in recognizing more natural emotional

expressions.

6 Conclusion

We proposed Enhanced ConvLSTM, an effective algo-

rithm for facial expression recognition. The algorithm

suppressed gradient vanishing and enabled the use of older

information with the addition of spatial and temporal skip

connections and temporal gates. The spatial and temporal

skip connections created a route in which the gradient did

not vanish during back-propagation. The added temporal

gates receive information from two steps before and the

Table 3 Comparison between

proposed method and previous

methods

Method Accuracy (%)

Mansoorizadeh et al. [11] 38.00

Fejani et al. [12] 39.28

Zhalahpour et al. [13] 42.16

Pan et al. [15] 42.98

Meng et al. [34] 48.02

ConvLSTM (conventional) 39.84

ConvLSTM with spatial skip connections 45.68

ConvLSTM with temporal skip connections and temporal gates 45.84

Enhanced ConvLSTM (proposed) 49.26

Table 4 Comparison between proposed method and previous

methods

Method Accuracy (%)

ST network [35] 98.50

DTAGN [36] 97.25

CNN?Island loss [37] 94.35

LOMo [38] 92.00

FAN [34] 99.69

Enhanced ConvLSTM (proposed) 95.72
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current information to learn effective features that capture

changes in facial expression.

The proposed facial expression recognition method

consists of two Enhanced ConvLSTM streams. We con-

ducted two experiments using the eNTERFACE database.

First, we investigated the effectiveness of adding skip

connections and gates to ConvLSTM by conducting an

ablation study. Second, we compared the accuracies of the

proposed method and conventional facial expression

recognition methods. Ablation studies have shown that

adding skip connections to spatial and temporal and tem-

poral gates to traditional ConvLSTM provides the greatest

performance gains. In addition, it has been shown that

learning converges fastest and is effective in preventing

gradient vanishing when both spatial and temporal skip

connections and temporal gates are used. In an experiment

comparing the proposed method and state-of-the-art

methods, the accuracy of the proposed method was 49.26%

for the eNTERFACE05 database and 95.72% for the CK?.

Our proposed method shows superior performance com-

pared to the state-of-the-art methods on eNTERFACE05.
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