Person-invariant Recognition of Subtle Smiles using
Selected Improved LBP Features

Kosuke SASAKI and Manabu HASHIMOTO
Graduate School of Computer and Cognitive Sciences
Chukyo University
Aichi, Japan
Email: {sasaki, mana}@isl.sist.chukyo-u.ac.jp

Abstract—This paper describes a person-invariant method for
classifying subtle smile. The system uses keypointetected by
using a face tracking tool called Face Tracker. Ourmethod
selects features strategically by calculating their human
dependency rate. Its classification accuracy was alated using
the facial images of unlearned people. The resultshowed the
average F-measure was 0.87 for neutral (expressiask) facial
images, 0.78 for subtle smile images, and 0.87 fexaggerated
smile images. Also, person-invariant accuracy wasvaluated by
using the F-measure frequency of unlearned peopl&@he results
revealed that the proposed method has higher perseanvariant
accuracy than the previously reported methods.

Keywords—facial keypoints; person-invariant recogon;
Improved LBP
l. INTRODUCTION
Recently, many people have become interested

improving the quality of human life. Because peopie
always looking for ways to improve their quality tfe,

product makers and service providers desire arsysiat can
estimate human emotions so they can develop preduu
services towards with customers will feel positvédne study
for estimating human emotions reported a methodgusin
electroencephalogram (EEG) as a contact sensad@ijever,
the sensor is uncomfortable to wear, and this distuhe
expression of natural emotion. To avoid such distnce,
human emotion needs to be estimated in a naturadtisin.
Since facial expressions are closely related totiems many
researchers have studied facial expressions byirampthem
by using a non-contact sensor such as an RGBdredn, and
blue) camera. Two types of methods for classifyfagial

expressions have previously been reported. One losas
facial features such as HoG [2] and Gabor wavéitsThe
other uses a small set of keypoints detected frarts pf the
face [5] [6].
expressions but cannot
method to recognize subtle smile by using Gabtarfiland the
AdaBoost algorithm. Gabor filters have a resporseerthat is
sensitive to subtle changes in smile. However, thaye
difficulty classifying smile of unlearned peoplechese the
response value represents a 3D facial shape tHdfasent for
each person. Also, Nomiya and Hochin [8] proposeaethod
to recognize subtle facial expressions by usinggiemetric
features of keypoints. However, this method has dhme

These methods can classify many facia
recognize very subtle ones.
Consequently, Matsuhisa and Hashimoto [7] proposed
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problem as Matsuhisa and Hashimoto’s method bectugse
placement of the facial parts is different for eaotividual.
Local binary pattern features has person-indepdgnden
characteristics [3]. In particular, Faisal et &] proposed a
person-independent method to recognize facial exfes by
using compound local binary patterns. However, thethod
cannot recognize subtle facial expressions becuduselects
only features that change significantly. Thus, jmes methods
have two problems. First, they cannot recognizeleifacial
expressions. Second, identification performanceegendent
on using learned people as subjects. In particularfocus on
smile in facial expressions because the smileosety related
with positive emotion such as happiness and satisfa To
address these problems, we propose a person-irdkgen
method for classifying smile intensity. In the pospd method,
keypoints are extracted by using a face tracking talled
‘Face Tracker [10]. Improved local binary pattetrBR)
Ifeatures [11] are calculated by comparing the piedlies of a
keypoint with the pixel values around the keypoihéerson-
invariant features are selected by using the hutegendency
rates of calculated features. Input facial images dassified
by using weights as human dependency rates. Tlhesers
enable the proposed method to recognize subtlee sofil
unlearned people.

II.  PROPOSEDMETHOD FORCLASSIFYING SMILE
INTENSITY

A. Overview

Figure 1 shows a block diagram of the method wegse
using to classify smile intensity.
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Fig. 1. A block diagram of the proposed method.



The proposed method comprises two steps, the fbirst

learning and the second for classifying. In thetfstep, facial
keypoints from a local position such as a cornéth@eyes or
a mouth corner are detected by using a constrédomati model
(CLM) method that is versatile to humans. Figurehdws
detected keypoints obtained from facial images.
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Fig. 2. Detected keypoints from facial images.

This method detects 66 keypoints in all. Howevee, 17
keypoints obtained for the facial outline are utlsaas
background information, so we used only 49 keygoirih
addition, the size and rotation of a facial imagestnbe
corrected to calculate the features stably. Thescted
keypoints are corrected by using the relationshapsong
keypoints such as the horizontality of the centdrboth eyes
and the center of the gravity point that compribescenters of
both eyes and the upper lip. Improved LBP featthes are
represented as 0 or 1 bits are calculated by congpahne
keypoint pixel values with the values around thepkent. The
improved LBP features can capture the presencesanae of
edges better than ordinary LBP features. Therethiey can
capture the presence or absence of facial champedeatures
are person-invariant because the magnitude of piadiie
variation is independent. In addition, the regi@meund the
facial keypoints are slightly binary. The human elegency
rates are calculated in each region; our methodctselthe
region having the lowest dependency rate. Bit sieare
generated in smile intensity using the selectedonsg In
addition, features are selected for evaluatingtities on the
basis of smile intensity. The most effective bis ¢lassifying
smile intensity are selected from bit streams hgidmv human
dependency rates. The selected features are dttlizelassify
smile intensity on the basis of two requirementsstFthe
features must be human-independent. Second, they beu
effective for classifying smile intensity. In secbstep, the
keypoints are detected from input images in theesamay as in
first step. The improved LBP features are calcdlate each
keypoint. Further, the bit streams are generatedidiyg the
regions selected in first step. Our method classithe smile
intensity of input images by computing the Hammitigtance
between the bit streams of first step and secam st

B. Improved Local Binary Patterns[ 11]

The LBP features express the spatial structureéseofocal
textures of gray scale images by thresholding pixel
neighborhoods with the center values. Because teedares
capture the brightness difference between focugezispand
the area around the pixels, they can capture thsepce or
absence of brightness around keypoint edges. Haowtvwey
cannot capture subtle edges. Thus, improved LBRures
were previously reported by Hongliang et al. [1These
improved LBP features can capture subtle edge®rb#étan
ordinary LBP features can. Figure 3 shows the flofv
computing ordinary LBP features and the improvedPLB
features.
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Fig. 3. Computing LBP features and improved LBP features.

The improved LBP features use the average of
neighborhood pixel values. Thus, we can confirnt thase
features have a local structure, which is obtaissctessfully
as shown in Figure 3. Our method uses not only & 3x
neighborhood region but also 5x5, 7x7, 9x9 and 11x1
neighborhood regions. Thereby, with it we can captwt only
subtle but also substantial facial changes.

C. Feature selection based on human dependency rate and
facial expression identities

Parts of the improved LBP features have personal
characteristics such as wrinkles and sculpted rfestuWe
calculated the human dependency rates from bitiénecjes in
a learning dataset. Figure 4 shows the flow of utating
human dependency rates.

Our method focuses on the neighborhood regionsndrou
keypoints. We calculated the frequency values adyi bits of
the regions that were focused on in the learningsd#; the
dependency rate is an inverse value that is thiereifce
between frequency values of 0 and 1. The perscepintent
regions are selected by thresholding this dependeate.
Moreover, the selected regions are given to theemidgncy
rate as weights. The regions are also selectethemdsis of
facial expression identities. Our method selectiectfe
regions to classify facial expressions in eachsc{asutral face
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and subtle smile, subtle smile and exaggeratedesméutral
face and exaggerated). These regions must diftgrtisi from
one facial expression to another. On this baseshthstreams
that utilize facial expression classification asdested on the
basis of two requirements. First, they must hawe fluman
dependency rate. Second, they must be identicaldcn facial
expression.

D. Flow of Smile Intensity Classification
Figure 5 shows flow of smile intensity classificeti
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The proposed method detects facial keypoints froputi
images in the same way as learning images and latdsu
improved LBP features from keypoints of the inpotages
selected by first step. The bit streams are gezetfedm bits of
the same regions as those selected in first stgqut images
are classified by using the Hamming distance beivtke bit
streams of input images and the bit streams gesteiatfirst
step. This Hamming distance is calculated by usiights
that consist of bits having human dependency r&esause
there are three classifiers, our method classifteal input
images by the voting of the classifiers.

Ill.  EXPERIMENTAL RESULTS

A. Dataset

We videoed 28 men and women watching a comedy

program and used the captured images in an experifige

other people watched the taken video at the nofraale rate
and typed in the ground truth to the video. Thesped 1, 2, or
3 when a someone made a neutral face, a subtle,smian

exaggerated smile, respectively. We used the imgiges the

same ground truth by at least four of the five peopho

watched the video. Figure 6 shows example imagesaoh

facial expression in the experiment.
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Fig. 6. Example images of each facial expression.

B. Smileintensity classification performance for unlearned

people

By using a cross-validation approach, a classifiers
trained by 27 people, and unlearned people wessitiked by it.
Using 30 images for each facial expression, we edsopared
our method with those reported elsewhere [7] [g] [[2].
Faisal et al. [9] reported a facial expression sifestion
method that considered person independence. Matsuamd
Hashimoto [7] and Nomiya and Hochin [8] reported
recognition method for subtle facial expressionsadBy and
Adam [12] proposed EmotionNet that is a method
Convolutional Neural Networks (CNN) to emotion rgniion
in facial image. We utilized a learning CNN modélatt
generated by the 15000 iterations. Figure 7 shdwes R-
measure frequency of unlearned people.

a
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This graph shows the classification accuracy besome

person-independent as the distribution is conceatran the
right side. We confirmed that the results of th@pmsed
method were distributed more to the right than e¢had
previous methods. This shows that the proposed adeih
more person-invariant than the previous methodsduiition,
the median value of frequency is calculated forhetazial
expression. Table 1 shows the median value of é&ecy for
each facial expression.

TABLE I. MEDIAN VALUE OF FREQUENCY FOR EACH-ACIAL
EXPRESSION
The median value of frequency in Fig.7.
Neutral Subtle Exaggerated
Proposed method 0.9 0.8 1.0
EmotionNet [12] 0.8 0.5 0.7
Geometric feature [8] 0.9 0.6 1.0
Gabor filter [7] 0.6 0.4 0.6
CLBP [9] 0.5 0.6 0.7
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Our method provides similar or higher

independence than previous method in subtle smile.

We evaluated the classification accuracy for eaatiaf
expression. Table 2 shows the average F-measureafth
facial expression.

TABLE II. F-MEASURE FOR EACHFACIAL EXPRESSION
F-measure value
Neutral Subtle Exaggerated
Proposed method 0.87 0.78 0.87
EmotionNet [12] 0.68 0.57 0.57
Geometric feature [8] 0.85 0.57 0.85
Gabor filter [7] 0.58 0.43 0.61
CLBP [9] 0.51 0.56 0.63

The results showed the average F-measure was 087 f12] Bradley Kennedy

neutral images, 0.78 for subtle smile images, a/@¥ @or

person- (g,
independence than previous method in neutral face a
exaggerated smile. Our method provides higher perso

exaggerated smile images. This confirmed that oathau
provides higher classification performance than vipres
methods.

IV. CONCLUSION

In this paper, we proposed the idea for achieviagsqn-
invariant classification of smile intensity. Theea was to
select features by taking person invariance andalfac
expression identities into account. Person-invareaturacy
was evaluated by using the F-measure frequencyesatd
unlearned people. For unlearned people, the valees 0.87
for neutral (expressionless) facial images, 0.7&ftdtle smile
images, and 0.87 for exaggerated smile images. I§éef@und
that these values were distributed at higher freges than the
F-measures of previous methods. These results Usadb
conclude that the proposed method can accuratelygnize
subtle smile and is person-independent.
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