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Abstract—We propose an enhanced convolutional long short-
term memory (ConvLSTM) algorithm, i.e., Enhanced ConvL-
STM, by adding skip connections in the spatial and temporal
directions to conventional ConvLSTM to suppress gradient van-
ishing and use older information. We also propose a method that
uses this algorithm to automatically recognize facial expressions
from videos. The proposed facial-expression recognition method
consists of two Enhanced ConvLSTM streams and two ResNet
streams. The Enhanced ConvLSTM streams extract features
for fine movements, and the ResNet streams extract features
for rough movements. In the Enhanced ConvLSTM streams,
spatio-temporal features are extracted by stacking the Enhanced
ConvLSTM. We conducted experiments to compare a method
using ConvLSTM with skip connections (proposed Enhanced
ConvLSTM) and a method without them (conventional Con-
vLSTM). A method using Enhanced CovnLSTM had a 4.44%
higher accuracy than the a method using conventional ConvL-
STM. Also the proposed facial-expression recognition method
achieved 45.29% accuracy, which is 2.31% higher than that of
the conventional method.

Index Terms—Facial-expression recognition, ConvLSTM, skip
connection

I. INTRODUCTION

Facial expressions are the most important nonverbal way to
communicate emotions and intentions. Ekman et al. defined
six basic facial expressions: anger, disgust, fear, happiness,
sadness, and surprise [1]. These facial expressions are uni-
versal among people and are used in fields such as human
computer interaction (HCI) [2] and medical care [3]. The
need for automatic facial-expression recognition from videos
is increasing, and databases such as [4]–[6] have been released.

Temporal information is important in facial-expression
recognition. A facial expression is divided into three phases:
onset (the moment the expression begins), peak (the moment
the expression appears most strongly), and offset (the moment
the expression disappears). An expression is represented by
the change from onset to offset, and that change needs to
be captured in facial-expression recognition. Therefore, a
method is needed for extracting spatio-temporal features that
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Fig. 1. Enhanced ConvLSTM. Two types of paths shown with red dotted and
blue dashed lines were added to conventional ConvLSTM. Red and blue paths
make it possible to suppress gradient vanishing, and red paths contribute to
using older information than with conventional ConvLSTM.

are effective for facial-expression recognition. Many facial-
expression recognition methods have been proposed [7]–[14],
which can be divided into two types (Types A and B)

Type-A are methods of facial-expression recognition from
still images. They are the methods that using hand-crafted fea-
tures [7]–[9] and using convolutional neural networks (CNNs)
[10]–[12]. However, these methods do not take into account
the temporal relationship in the transition between facial
expressions. Videos contain many frames unrelated to facial
expressions, and these frames negatively affect the accuracy of
such methods to recognize facial expressions from still images.
Therefore, these methods are difficult to use with videos.

Type-B methods are of facial-expression recognition from
videos that take into account temporal information. They
are the methods using hand-crafted features [15]–[17] and
using deep neural networks (DNNs) [13], [14]. Pan et al.
[14] used CNNs to extract features from still images and
LSTM to recognize facial expressions by learning the temporal
information of the obtained features. With this method, spatial
and temporal features are extracted by different modules.
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Fig. 2. Outline of proposed method. It consists of four streams, two Enhanced ConvLSTM streams and two ResNet streams. Enhanced ConvLSTM streams
extract features for fine movements, and ResNet streams extract features for rough movements.

Therefore, it is impossible to extract spatio-temporal features.
In addition, LSTM is expanded in the temporal direction, so
the layer will be deeper in the temporal direction. Therefore,
gradient vanishing is likely to occur. LSTM responds strongly
to information one frame before; therefore, it is difficult to
keep a large amount of past information. The change in
facial expression between adjacent frames is not very large;
therefore, older information is considered more effective for
capturing changes in facial expression than information one
frame before.

On the contrary, there are 3D-CNN-based methods that use
3D data (considering the video as three dimensions in the
spatial and temporal directions) for human-action recognition
[18]–[20]. We considered applying these methods to facial-
expression recognition from videos. However, the database for
facial-expression recognition is significantly smaller than those
for action recognition [21]–[23]. With the facial-expression
recognition database, it is difficult to learn the parameters
of 3D CNN-based methods, which are effective in action
recognition; thus, these methods cannot be used.

We propose an effective facial-expression recognition
method and Enhanced ConvLSTM that has skip connections
in the spatial and temporal directions to suppress grandient
vanishing and uses older information. The proposed facial-
expression recognition method consists of four streams: two
Enhanced ConvLSTM streams and two ResNet streams. In
the Enhanced ConvLSTM streams, spatio-temporal features
are extracted by stacking the Enhanced ConvLSTM, as shown

in Figure 1. We conducted experiments to compare a method
using Enhanced ConvLSTM (with skip connections) and a
method with conventional ConvLSTM (without the skip con-
nections). Experimental results indicate that the a method
using Enhanced ConvLSTM achieved a 4.44% higher accuracy
than the a method using conventional ConvLSTM. The pro-
posed facial-expression recognition method achieved 45.29%
accuracy, which is 2.31% higher than that of the conventional
method.

II. RELATED WORK REGARDING TYPE-B METHODS

A. Hand-crafted feature-based methods

There are three major type-B methods [15]–[17] that auto-
matic facial-expression recognition from videos using hand-
crafted features. One such method [17] selects the frame in
which the facial expression is the most expressed from the
video. It also uses the local phase quantization features to
characterize the texture of the face. This method achieved the
highest performance among the three methods using hand-
crafted features in the eNTERFACE05 database. However, it
does not perform as well as DNN-based methods.

B. DNN-based method

Other type-B methods [13], [14] use DNNs. Pan et al. [14]
proposed an effective method combining the VGG-19 [24]
with LSTM [25] method. VGG-19 [24] is one of effective
method for image recognition using CNNs. LSTM [25] is
are a special kind of RNN, capable of learning long-term
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Fig. 3. Outline of conventional ConvLSTM and Enhanced ConvLSTM. Red dotted lines represent temporal skip connections, and blue dashed lines represent
spatial skip connections. Spatial and temporal skip connections are enabaled by adding xt and ht−2 to conventional ConvLSTM ht calculation.

dependencies. With this method, a spatial feature is extracted
using the VGG-19 and a temporal feature is extracted using
LSTM independently. Therefore, no integrated spatio-temporal
features can be extracted with this method.

III. PROPOSED METHOD

We enhanced conventional ConvLSTM by adding skip
connections to both spatial and temporal directions. We call
this algorithm “Enhanced ConvLSTM”. We also developed
a facial-expression recognition method that uses Enhanced
ConvLSTM.

The outline of the proposed facial-expression method is
shown in Figure 2. It consists of four streams, i.e., two En-
hanced ConvLSTM streams and two ResNet streams, and three
fully connected layers. RGB and optical flow image sequence
are inputted to the Enhanced ConvLSTM streams, and the
dynamic images of RGB and optical flow are transferred to the
ResNet streams. Then, the feature maps obtained from the four
streams are totaled and inputted to the fully connected layers to
recognize facial expressions. The face images of each stream
are easily obtained using the OpenFace application module
[26]. Optical flow is also calculated using a common method
[27]. The Enhanced ConvLSTM streams extract features for
fine movements, and the ResNet extracts features for rough
movements.

A. Enhanced ConvLSTM streams

This subsection describes the Enhanced ConvLSTM streams
and the proposed Enhanced ConvLSTM in detail.

With a method that combines CNNs and LSTM such as
Pan et al. [14] , spatio-temporal features cannot be extracted
because spatial-feature extraction using CNNs and temporal-
feature extraction using LSTM are different modules. There-
fore, in the Enhanced ConvLSTM streams of the proposed
method, spatio-temporal features are extracted by stacking
Enhanced ConvLSTMs. The same as with many CNN-based

methods, max pooling is applied after the Enhanced Con-
vLSTM layer to extract high-level features by stacking the
Enhanced ConvLSTM. The kernel size of the convolution filter
in each Enhanced ConvLSTM is 5×5 in the 1st and 2nd layers
and 3×3 in the 3rd and 4th layers. The reason for using large
filters in shallow layers is to extract spatially global features.
In deep layers, however, small filters are used to extract local
features.

Conventional ConvLSTM [28] is an algorithm that changes
operations at each gate of LSTM into the convolution operator
to extract spatio-temporal features. The important equations of
conventional ConvLSTM are given below.

it = σ(Wxi ∗ xt +Whi ∗ ht−1 +Wci ◦ ct−1 + bi)

ft = σ(Wxf ∗ xt +Whf ∗ ht−1 +Wcf ◦ ct−1 + bf )

ct = ft ◦ ct−1 + it ◦ tanh(Wxc ∗ xt +Whc ∗ ht−1 + bc)

ot = σ(Wxo ∗ xt +Who ∗ ht−1 +Wco ◦ ct−1 + bo)

ht = ot ◦ tanh(ct),
(1)

where σ is the sigmoid activation function, ∗ and ◦ denote the
convolution operator and Hadamard product, respectively, xt

represents input data at time t, ht represents the state of the
hidden layer of the current frame, ht−1 represents the state
of the hidden layer of the previous frame, it represents the
results of input gates at time t, ct represents the memory cell
at t, ft represents the results of input gates at t, ot represents
the results of input gates at t, W represents the weight matrix,
and b represents the offset matrix.

Conventional ConvLSTM controls ct using it and ft. When
it is 1, the input gate is open, and when it is 0, the gate
is closed and the input is blocked. The same is true of ft.
Then ct is updated based on those outputs. Furthermore, ct is
controlled by the results of the output gates ot. It is controlled
based on time steps t and t − 1. As described in a previous
study [29], LSTM cannot hold long-past information. The
reason is that it responds strongly to the information one
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frame before. Therefore, as the sequence becomes longer,
older information is lost and cannot be referenced. In addition,
LSTM is expanded in the temporal direction, so the layer will
be deeper in this direction. Therefore, gradient vanishing is
likely to occur.

To suppress gradient vanishing and use older information,
Enhanced ConvLSTM has skip connections in the spatial
and temporal directions of conventional ConvLSTM. The
important equations of Enhanced ConvLSTM are given below.

it = σ(Wxi ∗ xt +Whi ∗ ht−1 +Wci ◦ ct−1 + bi)

ft = σ(Wxf ∗ xt +Whf ∗ ht−1 +Wcf ◦ ct−1 + bf )

ct = ft ◦ ct−1 + it ◦ tanh(Wxc ∗ xt +Whc ∗ ht−1 + bc)

ot = σ(Wxo ∗ xt +Who ∗ ht−1 +Wco ◦ ct−1 + bo)

ht = g(ot ◦ tanh(ct) + ht−2 +Wxs ∗ xt),
(2)

where g represents group normalization [30].
Figure 1 shows an outline of Enhanced ConvLSTM, and

Figure 3 shows details of conventional and Enhanced ConvL-
STMs. As you can see from Figure 3 and Equation 2, the
difference between conventional ConvLSTM and Enhanced
ConvLSTM is ht. The spatial and temporal skip connections
create a route where the gradient does not vanish during back-
propagation. Also, older information can be used by the tem-
poral skip connections. Enhanced ConvLSTM can be easily
implemented by slightly changing conventional ConvLSTM.

B. ResNet streams

This subsection describes the ResNet streams in detail.
The ResNet streams extract features of rough movements.

ResNet [31] is a method of suppressing gradient vanishing
by adding skip connections and performs well in image
recognition. A dynamic images have shown to be compact
and effective representations of images in action recognition.
A dynamic image is an image in which image sequences
are totaled in the temporal direction. It contains temporal
information and represents rough movements. Therefore, a
dynamic image is inputted to ResNet, and we extract features
for rough movements. Then, the obtained features are activated
by tanh that is hyperbolic tangent activation function. The
reason for activation with tanh is to make them the same
scale as the features obtained from the Enhanced ConvLSTM
streams.

IV. EXPERIMENTS AND RESULTS

We investigated the effectiveness of the proposed method
and Enhanced ConvLSTM using the eNTERFACE05 database
[5]. The eNTERFACE05 database contains 1,290 videos from
43 subjects, and 6 types of expressions (“anger”, “disgust”,
“fear”, “happiness”, “sadness”, and “surprise”) are given as
teacher signals. The length of each video is about 1 to 4
seconds. Each frame of the video is three channels (RGB) with
570 pixels in height and 720 pixels in width. Figure 5 shows
an example face images obtained from the eNTERFACE
database.

We conducted two experiments by using eNTERFACE
database. First, we investigated accuracy of each component
the proposed facial-expression recognition method by an ab-
lation study. Second compared the accuracies of the proposed
method and conventional facial-expression recognition meth-
ods. The subjects of eNTERFACE database were divided into
five groups and evaluated the method using leave-one-subject-
group-out. The accuracies of the proposed method and other
facial-expression recognition methods were determined from
the average value of five times.

A. Ablation study

Table I shows the accuracy of each component of the
proposed method and the accuracy when the combination of
components is changed, and Figure 4 shows the confusion
matrix of accuracy.

TABLE I
RESULTS FROM ABLATION STUDY

Method Accuracy
(a) Method with only 2 ResNet streams 33.70%
(b) Method with only 2 conventional ConvLSTM streams

(without skip connections) 39.84%

(c) Method with only 2 Enhanced ConvLSTM streams
(with skip connections) 44.28%

(d) Method with 2 ResNet streams and
2 conventional ConvLSTM streams ((a) and (b)) 41.48%

(e) Proposed method with 2 ResNet streams and
2 Enhanced ConvLSTM streams ((a) and (c)) 45.29%

First, we compared the accuracy of a method using only
conventional ConvLSTM streams (b) and a method using
only Enhanced ConvLSTM streams (c). The accuracy of (b)
was 39.84% and that of (c) was 44.28%, an improvement
of 4.44%. We also compared (b) and (c) in Figure 4 to
confirm the improvement in accuracy for each class. Although
accuracy decreased for “surprise”, it improved for other classes
(“anger”, “disgust”, “fear”, “joy”, “sadness”). The accuracy for
“joy” improved the most; by about 8%.

We then compared the method using only the Enhanced
ConvLSTM streams (c) with the proposed method (e). The
accuracy of (c) was 44.28% and that of (e) was 45.29%, an
improvement of 1.01%. We also compare (c) and (e) in Figure
4 to confirm the improvement in accuracy for each class.
Although there was a slight decrease in accuracy for “disgust”,
“fear”, and “surprise”, it improved for “anger”, “joy”, and
“sadness”. The accuracy was the highest for “anger” class,
an improvement of about 7%

Finally, we investigated which streams, ResNet or Enhanced
ConvLSTM, contributes to improving accuracy. The accuracy
of (d) was achieved by adding the ResNet streams (a) to the
conventional ConvLSTM streams (b) 41.48%. The accuracy of
the method using only Enhanced ConvLSTM streams (c) was
44.28%. Therefore, Enhanced ConvLSTM streams contributes
more to accuracy than the ResNet streams.
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Fig. 4. Average value of the results of 5 experiments from ablation study

Fig. 5. Example face images obtained from eNTERFACE database

B. Comparison with state-of-the-art methods

Table II compares the proposed method and conventional
facial-expression recognition methods. Some use hand-crafted
features [15]–[17] and combining CNNs and LSTM [14]. The
accuracy of the proposed method was 45.29%, which is 3.82%
better than the conventional methods. The accuracy improved
1.3% compared to that a method combining CNNs and LSTM
when only Enhanced ConvLSTM streams were used. This
indicates that feature extraction by stacking Enhanced ConvL-
STMs can extract effective features compared to the feature
extraction combining CNNs and LSTM.

V. CONCLUSION

We proposed an effective facial-expression recognition
method and Enhanced ConvLSTM to suppress gradient van-
ishing and use older information by adding skip connections
in the spatial and temporal directions. The proposed method
consists of two Enhanced ConvLSTM streams and two ResNet

TABLE II
RESULTS OF COMPARING PROPOSED METHOD WITH PREVIOUS METHODS

Method Accuracy
Mansoorizadeh et al. [15] 38.00%

Fejani et al. [16] 39.28%
Zhalahpour et al. [17] 42.16%

Pan et al. [14] 42.98%
Method with only 2 Enhanced ConvLSTM streams 44.28%

Proposed 45.29%

streams. The Enhanced ConvLSTM streams extract features
for fine movements, and the ResNet streams extract features
for rough movements.

We conducted two experiments by using eNTERFACE
database. First, we investigated accuracy of each component
the proposed facial-expression recognition method by an ab-
lation study. Second compared the accuracies of the proposed
method and conventional facial-expression recognition meth-
ods.

In the ablation study, the accuracy in the method using
only the Enhanced ConvLSTM streams was 44.28%, which is
3.82% better than the conventional ConvLSTM streams. In the
comparison experiments the proposed and conventinal facial-
exression recognition methods, the accuracy of the proposed
method was 45.29%, an improvement of 2.31% compared to
the coventional methods. The accuracy of a method using only
Enhanced ConvLSTM streams also improved 1.3% compared
to a method combining CNNs and LSTM [14].

For future work, we will work on the optimization of
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Enhanced. Specifically, we plan to experimentally investigate
how much past information should be used.
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