
Estimation of Emotional State in Personal Fabrication 
Analysis of Emotional Motion based on Laban Movement Analysis 

 

Yoichi Yamazaki 
School of Science and Technology / Research Center for 

Kansei Value Creation 
Kwansei Gakuin University 

Sanda, Japan 
y-yamazaki@kwansei.ac.jp 

Michiya Yamamoto 
School of Science and Technology 

Kwansei Gakuin University 
Sanda, Japan 

michiya.yamamoto@kwansei.ac.jp 

Noriko Nagata 
School of Science and Technology / Research Center for  

Kansei Value Creation 
Kwansei Gakuin University 

Sanda, Japan 
nagata@kwansei.ac.jp 

 
 

Abstract—In personal fabrication, novel fabrication 
frameworks that promote fabrications that satisfy individuals’ 
creative preferences will become indispensable. To realize such a 
framework, it is necessary to study the following: (1) estimation of 
the emotion that is expressed when performing the creative work 
and (2) adaptive recommendations based on those emotion 
estimates. In this study, we performed a Laban Movement 
Analysis to show how emotions are expressed through movement 
when performing a creative work. The results show that each 
emotion was expressed through unique movement features for 
quantities such as Time, Weight, and Space. We confirmed that 
the features corresponding to each emotion differed between 
individuals. This suggests that, in emotional expression, the 
features include information on personal preference and 
behavioral propensity. 

Keywords—Emotional Expression, Emotional Motion, Personal 
Fabrication, Laban Movement Analysis 

I. INTRODUCTION  
Recently, the digital fabrication culture has begun to spread, 

as digital tools such as personal 3-D printers have become more 
widely available [1]. In addition, technologies that support 
digital fabrication have been developed, including FabNavi [2], 
Fabtable [3], and Fabble [4]. These technologies provide both an 
easy tool for recording the fabrication process and a web 
platform for sharing knowledge. 

For the promotion of this new fabrication culture, it is 
important that it cater to individual preferences—unlike mass 
production, which meets general consumer needs. Achieving 
this requires a framework that suggests digital fabrication 
recipes based on user preferences. This system should be 
controlled by measuring the emotions expressed after 
completing the digital fabrication, including pleasure, 
displeasure, satisfaction, and worry. For example, the system 

might provide a complex recipe that requires significant trial and 
error to a user who takes pleasure in the fabrication process. 

Developing such a system requires novel analysis techniques 
that enable the estimation of emotional states based on the 
emotional movements made during the fabrication process. Kim 
et al. studied Laban Movement Analysis (LMA) [5,6] for the 
estimation of emotional states, proposing the use of LMA-based 
features to represent emotional movements in the context of 
human–robot interaction. They then showed that rejoicing and 
lamenting represented different features [7].   

 In our study, we aim to extend this idea to human–human 
interaction and thus realize the real-time estimation of emotions 
expressed during creative activities. Previously, we proposed the 
use of LMA-based features in the context of creative activities 
and evaluated these features’ ability to estimate emotions using 
a decision-tree analysis. From this evaluation, we found that the 
estimation accuracy was about 60% [8]. However, we could not 
fully clarify the characteristics of the proposed feature values 
because of certain properties of the decision-tree analysis for 
determining the separation hyperplane. 

In this paper, we study the relationships between the 
proposed features and emotional states using Russell’s 
circumplex model [9]. The goal of the paper is to clarify the 
characteristics of the proposed features with respect to analyses 
of emotional movements during creative activities. In addition, 
we evaluate the accuracy of emotional-state estimation that is 
based on emotional movements and that uses a support vector 
machine (SVM), which generally has greater estimation 
accuracy than a decision-tree analysis. 
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II. RELATED STUDIES 
Many studies have been performed on the estimation of 

emotional states in various situations [10, 11], but most were 
limited in their target situations. This means that these studies 
are not very suitable for personal fabrication, for which various 
tools (with distinct movements) are used. 

LMA is a method for interpreting human movement. 
Dancers and actors often use LMA, and it can be applied to 
generate movements for CG characters and robots. For example, 
Chi et al. developed EMOTE, a 3 D character animation system 
based on LMA [12]. Nakata et al. adopted LMA to generate a 
robot’s motions and to analyze its impressions [13, 14]. Both of 
these studies are applied to the generation of motion. 

 Although LMA has been proposed as a method for 
estimating emotional states from body movements, applying it 
in this area has been difficult. In particular, LMA is composed 
of several characteristic elements—Space (direct or indirect), 
Weight (light or strong), and Time (sudden or sustained)—but 
these have not been numerically defined. Recently, due to 

progress in motion-sensor technology, some researches have 
used LMA to analyze motion and determine its elements [15]. 
Some approaches for representing emotional motion have also 
been reported [7, 16]. However, they cannot be applied to 
personal fabrication in human–tool interaction. 

III. PREVIOUS WORK 

A. Subject and Experimental Environment 
We conducted an experiment regarding personal fabrication 

before proposing an extraction method because we lacked data 
on the relationship between motions and emotions. We 
performed this experiment using the electronic building blocks 
called littleBits. We asked participants to create original 
synthesizers in pairs using littleBits. We captured the 
participants’ motions using a motion-capture system (Bonita 10, 
Vicon) and video (HVR-A1J, SONY), as shown in Fig. 1. We 
also measured heart rate (WHS-2, UNION TOOL). The 
participants were 6 male and 6 female Japanese students. 

We classified affect using the affect grid proposed by Russel 
[9]; after fabrication, we asked participants to recall and then 
select both a suitable emotion and its intensity (graded from 1 to 
5). Fig. 2 shows an example of the resulting emotional change. 
We classified the results as strong or weak based on the intensity 
of the emotion. Below, we analyze the relationships between the 
proposed features and the strong emotions (which are indicated 
by the blue bar). 

B. Proposed Features of Emotional Motion 
We then defined the LMA-based features—Space, Weight 

and Time—as shown in Fig. 3. We computed space using the 
distance between the head and the wrists. Weight represented 
the vertical position of head, and time was the speed of the wrists 
across 60 s. 

C. Decision-Tree Analysis 
Estimation of intervals with strong emotion 

First, we estimated which intervals had strong emotions. We 
introduced a decision tree using the values of Space, Weight, 
Time for each person. We normalized each value in advance and 
used Weka and J48 decision trees. As a result, estimating 
intervals with strong emotions was 71.3% of recall. 

Classification of emotion 

 We then estimated the emotional states using a decision-tree 
analysis based on Space, Weight and Time for each participant. 
We classified the various motions for each emotion. As a result, 
about 60% of the instances were correctly classified. 

IV. FEATURE-BASED ANALYSIS OF EMOTIONAL EXPRESSION 

A. Whole Data Set Analysis 
We visually analyzed the relationships between the proposed 

features and the emotions using a self-organizing map (SOM) 
[17]. The SOM is a clustering visualization that presents the 
distance between each feature by mapping high-dimensional 
data to a two-dimensional space (called the output layer). In this 
case, each emotion forms an independent region on the SOM 
output layer SOM, thus validating the analysis from section 
III.A. Using this method, the authors of [18] analyzed the 

 
Fig. 1.   Example of synthesizer construction. 

Fig. 2.  Example results. A shows the emotions that can be selected on the
questionnaire. B shows the time series of the selected emotion. 

Fig. 3.   The characteristics used for Laban Movement Analysis: Space, Weight
and Time. 

Space Weight Time

7272

Authorized licensed use limited to: Kwansei Gakuin University. Downloaded on November 25,2024 at 05:44:09 UTC from IEEE Xplore.  Restrictions apply. 



relationships between facial expressions and the emotional 
states of the core affect. To conduct our SOM analysis, we also 
used the Kohonen package implemented in R. 

We analyzed the entire data set (approximately 8000 
samples) using the classical Kohonen SOM. The features of the 
emotions were clustered in the corresponding elements of a 60 
× 60 matrix (Fig. 4). In this figure, each color corresponds to an 
emotional state. Many emotional states—for example, 
concentration—have clusters in multiple regions. This result 
suggests that each emotional state is associated with several 
types of emotional shifts. 

B. Types of Emotional Expression 
We classified emotional expressions based on their feature 

variances. The impact of an emotional expression is indicated 
by the feature difference between that emotion and the other 
emotions in a sensitivity analysis. Hence, we quantified the 
influence of each feature using its normalized standard 
deviation, with the normalization factor equal to the sum of the 
standard deviations of the individual features.  

Table 1 shows the z-scores of all participants’ influence 
quantities. We identified two groups of emotional expression by 
processing the vector-of-influence quantities (Table 1) using a 
hierarchical clustering method in Ward. Fig. 5 presents each 
group’s average influence quantity and characteristics group. In 
the Weight-dominant group, weight strongly contributes to 
emotion estimation, whereas in the balanced group, all feature 
elements contribute to the emotion estimation. 

 

Fig. 6.  Distribution of features and emotions in each group’s output layer. A 
is the balanced group, and B is the weight-dominant group. Each circle 
is a node of SOM; each node’s background color indicates the 
corresponding emotion. 

A

B

Space Weight Time

Surprise                 C oncentration          P leasant                C ontented

Deactivation          Bored                       U npleasant           Nervous

Features

Emotions

Fig. 4.  Distribution of emotional states on the output layer (calculated using the
data set). Each color corresponds to a particular emotion: Black is surprise,
red is concentration, green is pleasantness, blue is contentment, light blue
is deactivation, purple is boredom, yellow is unpleasantness, and gray is
nervousness. 

TABLE I.  CLUSTERING  RESULTS OF USER-SUBTYPE. 

 
 

 
Fig. 5.   Sensitivity of each group’s proposed features. The blue bars are the

balanced group, and the orange bars are the Weight-dominant group.
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C. Comparisons between the Emotional Expression Types 
To evaluate the differences among the emotional 

expressions in each group, we used SOM to visually analyze the 
data derived from each group. The Weight-dominant and 
balanced groups contained 2172 and 2897 samples, 
respectively. For each group, the features of each emotion 
clustered around the corresponding element of the 5 × 5 matrix.  

Fig. 6 shows the output layers for the balanced and Weight-
dominant groups. The background color for each node indicates 
the emotion. The LMA features corresponding to each node of 
the output layer are visualized in polar bar graphs. We confirmed 
that, for each emotion, the features differed between the groups. 
However, some emotions, such as pleasure and contentment, 
had particular features in common. Moreover, concentration has 
some features in common with the Weight-dominant group but 
many more in common with the balanced group. 

These results confirm that multiple subtypes of emotional 
motions exist during creative work. They also suggest that the 
number of emotional motions differs between emotions. 

V. EVALUATION OF ESTIMATION CAPABILITY 
To clarify each emotion’s representation capability in terms 

of the proposed features, we evaluated the estimation capability 
of the discriminator that was constructed with a SVM [19]. We 
trained the SVM-based discriminator with the radial basis 
function using the e0171 package and implemented it in R. 
Moreover, we performed tenfold cross-validations and 
optimized the adjustment parameters (gamma and C). 

We trained the discriminator separately for the entire data 
set, for the balanced group and for the Weight-dominant group 
using the corresponding data. The optimized parameters and the 
estimations’ accuracy rates are shown in Table 2. The results 
suggest that multiple subtypes exist, as the discriminator of the 
entire data set is less accurate than the other discriminators. 
Because the estimation’s accuracy is not high, the results also 
suggest that multiple other subtypes exist. 

VI. CONCLUSIONS 
We clarified the characteristics of the proposed features 

using a SOM analysis and an evaluation of the capability for 
estimating the emotions; we suggested that, during creative 
work, each emotion’s motion comprises multiple subtypes. It 
would be pertinent to conduct further research on the various 
types of emotional motion. Moreover, we hope that the proposed 
features can be applied to analyses of other cultural movements, 
as the proposed features enable easy analyses of emotional 
motion. 

 

ACKNOWLEDGMEN 
This research is partially supported by JSPS Kakenhi 

16H03225 and the Center of Innovation Program from Japan 
Science and Technology Agency, JST. 

REFERENCES 
 

[1] C. Anderson, Makers: The New Industrial Revolution, United States: 
Crown Business, 2012. 

[2] K. Tsukada, M. Oki, K. Watanabe, D. Akatsuka, “FabNavi: Support 
system to assemble physical objects using visual instructions,” Fab10, 
2014. 

[3] K. Kanasaki, Y. Asano, H. Watanabe, H. Tanaka, “Skill sharing and 
support system of sketch into 3D space with 3D pen,” TVRSJ, vol. 20, 
no.2, pp. 123–131, 2015. (published in Japanese) 

[4] Fabble: https://fable.cc 
[5] R. Laban, The Mastery of Movement, 2nd edition, London: McDonald 

and Evans, 1960. 
[6] I. Bartenie, D. Lewis, Body movement: coping with the environment, 

London: Routledge, 1980. 
[7] W. H. Kim, J. W. Park, W. H. Lee, M. J. Chung, H. S. Lee, “LMA based 

emotional motion representation using RGB-D camera,” Proceedings of 
the 8th ACM/IEEE international conference on Human-robot interaction 
(HRI) 2013, pp.163–164, 2013. 

[8] K. Tanaka, M. Yamamoto, S. Aoyagi, N. Nagata, “An affect extraction 
method in personal fabrication based on Laban Movement Analysis,” HCI 
2016: HCI International 2016 – Posters' Extended Abstracts, pp. 188–193, 
2016. 

[9] J. A. Russell, “A circumplex model of affect,” Journal of Personality and 
Social Psychology, vol.39, pp.1161–1178, 1980. 

[10] Y. Ohmoto, Y. Toda, K. Ueda and T. Nishida, “Analyses of the 
facilitating behavior by using participant’s agreement and nonverbal 
behavior,” IPSJ Journal, vol.52, no.12, pp.3659–3670, 2011. (published 
in Japanese) 

[11] T. Tanaka, K. Fujita, “Acceptable dialog start supporting agent based on 
user uninterruptibility,” IEICE Transaction on Fundamentals, vol.J92-A, 
no.11, pp.852–863, 2009. (published in Japanese)  

[12] C. Diane, C. Monica, Z. Liwei and B. Norman, “The EMOTE model for 
effort and shape,” Proceedings of the 27th annual conference on 
Computer graphics and interactive techniques (SIGGRAPH’ 00), pp.173-
182, 2000. 

[13] T. Nakata, T. Mori, and T. Sato, “Analysis of Impression of Robot Bodily 
Expression,” Journal of Robotics and Mechatronics, Vol.14, No.1, pp.27-
36, 2002. (published in Japanese) 

[14] M. Masuda, S. Kato and H. Itho, “Laban’s feature value set and emotion 
estimation from body motion of human form robot based on Laban 
movement analysis,” Transactions of Japan Society of Kansei 
Engeneering, vol.10, no.2, pp.295–303, 2011. (published in Japanese) 

[15] D. S. Maranan, S. F. Alaoui, T. Schiphorst, P. Pasquier, P. Subyen and L. 
Bartram, “Designing for movement: evaluating computational models 
using LMA effort qualities, ” Proceedings of the SIGCHI Conference on 
Human Factors in Computing Systems, pp.991-1000, 2014. 

[16] Z. Haris, G. Christos, C. Yiorgos and A. Andreas, “Emotion Recognition 
for Exergames using Laban Movement Analysis, ” Proceedings of ACM 
Motion on Games (MIG ’13), Ar-ticle 39, 2013. 

[17] T. Kohonen, P. Somervuo, “Self-organizing maps of symbol strings,” 
Neurocomputing, vol.21, no.1-3, pp.19–30, 1998. 

[18] M. Ishii, K. Sato, H. Madokoro, M. Nishida: “Extraction of facial 
expression categories and generation of emotion map using self-
mapping,” IEICE Transaction on Information and System, vol.J91-D, 
no.11, pp.2659–2672, 2008. (published in Japanese) 

[19] K. Crammer, Y. Singer, “On the algorithmic implementation of multi-
class kernel-based vector machines,” Machine Learning Research, vol.2, 
pp.265–292, 2001. 

 

TABLE II.  ESTIMATION RESULTS AND OPTIMIZED PARAMETERS. 

 

7474

Authorized licensed use limited to: Kwansei Gakuin University. Downloaded on November 25,2024 at 05:44:09 UTC from IEEE Xplore.  Restrictions apply. 


