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1. Introduction 

 

Auditory cues presented in space facilitate the perception of a visual target in the vicinity, which is known as the 

audio-visual cross-modal spatial cuing effect (Driver and Spence, 1998; Lee and Spence, 2015, 2017; Santangelo et al., 

2006; Spence and Driver, 2004; Spence et al., 1998, 2000). The audio-visual cross-modal spatial cuing effect has been 

studied for a long time in applied psychology and human factors (Spence and Soto-Faraco, 2020). In particular, many 

studies on vehicle driver assistance have been reported. Auditory cues, which contain directional information, draw the 

spatial attention of drivers and facilitate the visual search for visual information such as in-vehicle display, surrounding 

vehicles, and pedestrians. Therefore, drivers can elicit a faster response with lower subjective mental workload on driving 

manipulation (Chen et al., 2020; Ho and Spence, 2005; Ho et al., 2009; Lundqvist and Eriksson, 2019; Naka et al., 2021; 

Spence and Ho, 2008). 

In previous studies, the auditory cues were presented from the same direction as the visual targets. However, it is not 

always possible to arrange audio-visual displays in the same direction owing to design constraints in actual vehicle 

interior designs. Therefore, determining how close the auditory cue should be arranged toward the visual target is 

beneficial to audio-visual multimodal user interface designs. 
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Abstract 
Auditory cues can draw individuals’ spatial attention to visual targets and it enables individuals to find visual 
targets quickly. Some previous studies suggested that auditory cues should be in approximately the same 
functional field with visual targets (i.e., both events are presented within near field) to obtain quick responses 
even if in real situations such as driving. However, quantitative angular differences between auditory cues and 
visual targets are little investigated. This present study aimed to explore the angular differences that can elicit 
similar responses with auditory cues and visual targets presented from similar directions under workload 
conditions. Twenty-two participants were asked to perform visual search and tracking tasks simultaneously. The 
visual targets were at ±20°, ±40°, and ±60° in azimuth as 0° of frontal view with distance of 1.0 m from 
participants. The auditory cues were presented simultaneously with visual targets from 0°, ±20°, ±40°, and ±60°. 
The results of the response time analysis using a fitting approach revealed that the auditory cues within 40° from 
the visual targets could elicit similar responses similar with those when the auditory cues and visual targets were 
presented from the same direction even if the participants were deprived of their attentional resources by other 
tasks. When the angular difference between auditory cues and visual targets were larger than 60°, the participants’ 
spatial attention was drawn to directions different from visual targets. It elicited a delay in finding visual targets 
because the participants should reallocate their spatial attention to visual targets. These results have meaningful 
implications for audio-visual user interface designs. 
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The larger the distance between an auditory cue and a visual target, the weaker the audio-visual cross-modal spatial 

cuing effect (Mock et al., 2015; Mondor and Zatorre, 1995; Schmitt et al., 2001; Teder-Sälejärvi and Hillyard, 1998). By 

contrast, some studies argued that this effect can be obtained when the auditory cue and visual target are approximately 

in the same functional field, i.e., both events are presented from the near field (Driver and Spence, 1998; Ho et al., 2006; 

Lee and Spence, 2017; Schmitt et al., 2001; Spence and Driver, 2004). The auditory cue, namely, is not necessarily in the 

same direction as the visual target. For instance, when a visual target and an auditory cue were arranged within 18 degrees 

of angular differences, response times to visual targets were similar to those when the visual target and auditory cue were 

in the same direction (Gray et al., 2009). 

Considering the application to actual driving situations, three issues should be explored, in addition to previous 

studies. First, responses to a visual target should be investigated at a wider angular difference between the visual target 

and auditory cue. The visual information in vehicles is often displayed in distal areas from the center of visual field such 

as left or right door mirrors. The visual and auditory displays can be displayed in distances larger than those examined in 

previous studies (e.g., Gray et al., 2009). Second, the influence of workload by a primary task (i.e., driving a vehicle) 

other than visual search should be considered. The drivers search for visual information while doing primary task that 

distract their attention. This fact could not be ignored because the less attentional resources mitigate the audio-visual 

cross-modal spatial cuing effect (Santangelo et al., 2007; Santangelo et al., 2008). Third, the effect of the auditory cue 

should be investigated under a condition where the auditory cue and visual target are presented simultaneously. In a 

previous study on audio-visual cross-modal spatial cueing effects, the auditory cue preceded the visual target by several-

hundred milliseconds (e.g., Lee and Spence, 2015). This audio-visual inter-stimulus-interval represented the nature of an 

auditory spatial attention that it had a peak after several-hundred milliseconds from an arrival of an auditory stimulus. 

On the contrary, it is more plausible if the auditory and visual information are presented simultaneously for an actual 

audio-visual user interface design. 

Therefore, this study investigated the angular differences between a visual target and an auditory cue, which can 

elicit responses similar to those when the visual target and auditory cue are presented simultaneously from the same 

direction, at a condition in which the participants are engaged in another task other than visual search. An experiment 

which comprised of two tasks—visual search task and tracking task—was conducted. Response times to visual targets 

were compared between auditory cue locations at each visual target location. Using the results of the response times 

analysis, this present study discusses the angular difference between visual target and auditory cue, which was required 

to elicit quick response under workload condition. 

 

2. Method 

2.1 Experimental set-up 

The block diagram of the experimental setup is shown in Fig. 1, and the arrangement of LEDs, loudspeakers, one-

handed joystick and keyboard, and an 8-inch display is shown in Fig. 2. This set-up consisted of two systems: a “visual 

search task system” and a “tracking task system”. The experimental program was built in Psychtoolbox-3 (Brainard, 

1997; Kleiner et al., 2007; Pelli, 1997) in MATLAB 2021a. 

The PC used for the visual search task system was an Alienware m17 R4 (CPU: Intel core i9). Seven loudspeakers 

(Genelec 8010A) were placed in the azimuth plane at 0°, ±20°, ±40°, and ±60° from the participant's front at 0°. The 

distance between the participant’s head position and the loudspeakers was 1.1 m. The loudspeakers were controlled via 

an audio interface (MOTU 828ES). The LEDs were placed in front of each loudspeaker at a distance of 1.0 m from the 

participant's head position. The LED in front of the participants was red, whereas the other LEDs in pairs of the upper 

and lower were white. The distance between the upper and lower white LEDs was 1 cm. The luminance of the LEDs was 

measured using a luminance meter (Konica Minolta LS-110). The luminance was 145 cd/m2 for the red LED and 245 

cd/m2 for the white LEDs. The LEDs were controlled using an Arduino Mega 2560. The loudspeakers and LEDs were 

positioned at the participant's eye level. The participant's input to the visual search task was obtained using a one-handed 

keyboard (Koolertron AE-AMAG09-RDB) with two keys arranged vertically next to each other. One auditory cue which 

had the lowest perceived urgency in the previous study of warning sounds was chosen (Naka and Yamauchi, 2023). The 

auditory cue was assumed that it did not evoke negative impressions that were not relevant to the task. The time-

waveform and frequency spectrum of the auditory cue are shown in Fig. 3. The duration of the auditory cue was 500 ms, 

and contained multiple frequency components. The A-weighted sound pressure level of the auditory cues at the 

participants’ ear position was set at 70 dB.  
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The PC used for the tracking task system was a Zenbook 13 (CPU: Intel core i7). An 8-inch display (Century LCD-

8000U, resolution: 800 × 600 pixels) was placed underneath the LED in front of the participant (approximately 8° 

overhead angle). The participant's input to the tracking task was obtained using a joystick via Arduino Uno R3. 

 

2.2 Participant 

Twenty-two participants (15 males and seven females, ages ranging from 22 to 26 years) participated in the 

experiment. All the participants underwent audiometric testing using an audiometer (Rion AA-77A). They had normal 

hearing with their average hearing levels <10 dB at 500, 1000, 2000, and 4000 Hz. Written informed consent was obtained 

from each participant before the experiment. The study was approved by the Ethics Committee of Kyushu University 

 

Fig. 1 Block diagram of the experimental system for visual search and tracking tasks. 

 

 

Fig. 2 Experimental set-up. Participants had one-handed joystick and keyboard in their left and right hand. 

 

 

Fig. 3 Time-waveform and frequency spectrum of the auditory stimulus. 
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and was based on the ethical standards of the Declaration of Helsinki. 

 

2.3 Procedure 

The accuracy of sound source localization was investigated at first. Subsequently, the participants were asked to 

perform the visual search and tracking tasks simultaneously.  

 

2.3.1 Investigation of participants’ accuracy of sound source localization 

This study aimed to explore the arrangement of the visual target and auditory cue to facilitate visual search. Therefore, 

participants should have accuracy in sound source localization. To confirm the participants’ accuracy for sound source 

localization, the auditory cue was presented ten times per loudspeaker, for a total of 70, in a random order, at 5 s intervals. 

The participants selected the loudspeaker which the auditory cue was presented. 

 

2.3.2 Visual search and tracking tasks 

The schematic diagram of a single trial in the visual search task is shown in Fig. 4. First, the red LED was turned on 

for 500 ms. Subsequently, one white LED was turned on as a visual target and an auditory cue was presented 

simultaneously from one loudspeaker. Before the experiment, the timing of the white LED and auditory cue presentation 

was measured by detecting a voltage on a lead of LED and by the microphone (Dayton Audio EMM-6) which was located 

at the participant’s head position. These signal onsets were measured by an oscilloscope (Siglent SDS1104X-E), and they 

were calibrated to within ± 5 ms gap between onsets. Participants responded by pressing the up or down key as quickly 

and accurately as possible. This experimental design is known as the orthogonal spatial cuing paradigm (Spence and 

Driver, 1994, 1996, 1997; Ho et al., 2006), in which responses to horizontal search (i.e., left or right side) are intentionally 

obtained through elevation discrimination (i.e., upper or lower). The intertrial interval was random in the range of 2-4 s. 

The response times to white LED were collected in the visual search task. 

While performing the visual search task, the participants were also instructed to always perform the tracking task. 

The screenshot of the tracking task display is shown in Fig. 5. In the tracking task, a white circle was displayed on an 8-

inch display with a gray background. The white circle had a diameter of 1 cm. The circle moved at a constant speed at 

an interval of 5 s per revolution in a clockwise direction on a circumferential orbit. The diameter of the orbit was 8 cm, 

positioned at the center of the display. The experimental participants manipulated a black square icon, with a side of 0.6 

cm, using a joystick and were asked to follow the white circle with the icon. The RGB values for each color were specified 

as (255, 255, 255) for white, (0, 0, 0) for black, and (170, 170, 170) for gray. 

The conditions for the audio-visual stimuli were 42 combinations of 6 visual target positions (±20°, ±40°, ±60°) and 

7 auditory cue positions (0°, ±20°, ±40°, ±60°). Each combination was presented ten times, for a total of 420 trials, in 

random order to each participant in the experiment. The experiment was conducted with breaks every 100 trials. The 

experiment was conducted in a soundproof room at Kyushu University. The background noise level of the soundproof 

room was 22.0 dB at the A-weighted sound pressure level, and the horizontal illuminance at the participants' eye level 

was approximately 500 lx. 

 

3. Results 

3.1 Accuracy of sound source localization 

Two participants did not answer the correct directions more than 20%. The accuracy of sound source localization 

might affect the difficulty of the visual search (e.g., Naka et al., 2021). Hence, they were eliminated from the data because 

they did not perceive the correct auditory cue direction. The mean percentage of correct responses was 92% for the other 

20 participants. Their response data were submitted for analysis. 

 

3.2 Response time analysis of visual search task 

For the tracking task, no participant lost joystick input for more than 1 s. Therefore, we analyzed the response times 

as the participants paid continuous attention to the tracking task while performing the visual search task. 

The distribution of response times obtained for each audio-visual combination was analyzed by fitting an ex-

Gaussian distribution. Balota and Yap (2011) suggested that the ex-Gaussian distribution should be applied to response 

time analysis because the ex-Gaussian distribution fits well with the response time data distribution. The ex-Gaussian 

distribution comprises three parameters: 𝜇, 𝜎, and 𝜏 (𝜎 > 0, 𝜏 > 0) (details of the equation can be found in Haj et al., 
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2021). The mean of the ex-Gaussian distribution is defined as 𝜇 + 𝜏, and 𝜏 influences the tail of the distribution, as 

shown in Fig. 6. Hence, the analysis using the ex-Gaussian allowed us to investigate the mean of response time and the 

shape of distribution, particularly focusing on the tail. 

Response time analysis was conducted using R (ver. 4.0.3) and rstan package (ver. 2.21.2). Of the error responses, 

2.2 % was excluded, and 8,216 response time data were submitted for analysis. We applied the uniform distribution as 

the prior distribution for each parameter. Markov Chain Monte Carlo (MCMC) method was used to estimate the posterior 

distribution of the parameters for each audio-visual combination. The model ran four chains. We obtained 11,000 samples 

per chain and discarded the first 1,000 samples as burn-in to minimize the effect of initial values on the posterior 

distribution. The model convergence was assessed using the potential scale reduction statistic 𝑅̂  (< 1.1  for all 

parameters).  

 

3.2.1 Mean response time 

Figure 7 shows the posterior distribution of mean response time for each audio-visual combination. The annotation 

of same angle (SA) showed that the visual target and auditory cue were the same. The solid horizontal lines show the 

median of each SA condition. The boxplot shows the interquartile range of the posterior distribution. The area between 

upper and lower edge of the distribution and boxplot means 95% Bayesian credible interval (95% CI). For each 

comparison, the probability of direction (𝑝. 𝑑.) between SA and each different angle (DA) condition was calculated. The 

𝑝. 𝑑.  is the proportion of the difference distribution with the same sign (i.e., positive or negative) as the median of 

difference distribution (Makowski et al., 2019a, 2019b). In other words, the larger the difference of the values between 

SA and DA conditions, the greater the 𝑝. 𝑑. is. The 𝑝. 𝑑. of 0.950, 0.975, and 0.995 correspond to the frequentist 𝑝-

value of 0.10, 0.05, and 0.01 (see also Wolpe et al., 2022). 

When the visual target angle was -20°, no DA conditions yielded more than 0.950 of the probability of having a 

slower mean response time than the SA condition. When the visual target angle was +20°, the DA condition for -60° of 

the auditory cue had more than 0.950 of the probability of having a slower mean response time than the SA condition 

(𝑝. 𝑑. = 0.960,median = 28.6, 95%CI[−6.3, 88.3]). 

 

Fig. 5 Screenshot of a tracking task. The 

dashed line shows the orbit of white circle. 

Participants miniplate black square using a 

joystick. 

 
Fig. 6 Examples of ex-Gaussian distributions. The increase in 𝜏 

stretches the tail of distribution. 

 
Fig. 4 Schematic diagram of a single trial of visual search task. 
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When the visual target angle was -40°, no DA conditions yielded more than 0.950 of the probability of having a  

slower mean response time than the SA condition. When the visual target angle was +40°, the DA conditions for -20°, -

40°, and -60° of the auditory cue angles had more than 0.950 of the probability of having a slower mean response time 

than the SA condition (-20°: 𝑝. 𝑑. = 0.994,median = 55.8, 95%CI[12.2, 101.7] ; -40°: 𝑝. 𝑑. = 0.950,median =

34.5, 95%CI[−7.2, 77.9]; -60°: 𝑝. 𝑑. = 0.992,median = 55.8, 95%CI[10.7,104.1]).  

When the visual target angle was -60°, the DA conditions for 0°, +20°, and +40° of the auditory cue angles had more 

than 0.950 of the probability of having a slower mean response time than the SA condition (0°: 𝑝. 𝑑. = 0.983,median =

54.0, 95%CI[4.3, 106.4] ; +20°: 𝑝. 𝑑. = 0.985,median = 56.4, 95%CI[5.9, 111.2] ; +40°: 𝑝. 𝑑. = 0.967,Median =

47.6, 95%CI[−3.5,100.3]). When the visual target angle was +60°, the DA conditions for -20°, -40°, and -60° of the 

auditory cue angles had more than 0.950 of the probability of having a slower mean response time than the SA condition 

(-20°: 𝑝. 𝑑. = 0.999,median = 78.4, 95%CI[26.3, 134.7] ; -40°: 𝑝. 𝑑. = 0.989,median = 56.3, 95%CI[8.6, 106.8] ; -

60°: 𝑝. 𝑑. = 0.951,median = 36.7, 95%CI[−6.3, 88.3]). 

 

 

Fig. 7 Posterior distributions of mean response times for each audio-visual combination. SA indicates a condition in 

which the visual target and auditory cue were placed at the same angle direction. The combinations of SA condition 

and other conditions with more than 95% of 𝑝. 𝑑. were annotated. 
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3.2.2 What parameter contributes to the increase in mean response time? 

To explore the change in ex-Gaussian distribution with the increase in mean response time of the DA condition 

compared to the SA condition, we calculated the expected a posteriori (EAP) of 𝜇 and 𝜏, i.e., the mean of the posterior 

distributions. Figure 8 shows the EAP of 𝜇  and 𝜏  for each audio-visual combination. The annotation shows the 

conditions at which the 𝑝. 𝑑. of the difference distribution of the mean response time between SA and DA conditions 

were more than 0.950. For 𝑝. 𝑑. greater than 0.950, the 𝜏 was increased compared to that of the SA condition. 

 

3.3 Error rate analysis of visual search task 

The repeated measures analysis of variance with the two within-participants factors of visual target and auditory cue 

did not yield any effects. The mean error rate in each condition was 2.3%, with a maximum error rate of 5.0% and a 

minimum error rate of 0.0%. 

 

4. Discussion 

 

When the auditory cues were presented within 40˚ of the visual targets, the participants could respond at speeds 

similar to those at which the auditory cue and visual target were presented from the same direction regardless of the 

 

Fig. 8 Expected a posteriori of 𝜏 and 𝜇 for each audio-visual combination. 
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location of the visual targets. This result is consistent with the implications of the previous studies, suggesting that 

auditory cues can draw visual spatial attention when the auditory cues are approximately in the same functional field 

with the visual target, i.e., both events are not presented from completely same location but from near field (Driver and 

Spence, 1998; Ho et al., 2006; Lee and Spence, 2017; Schmitt et al., 2001; Spence and Driver, 2004). This study could 

demonstrate quantitatively angular differences between the auditory cue and visual target that elicit responses similar to 

those when the auditory cue and visual target were in the same direction, at a condition where the participants were 

continuously deprived of their attentional resources to frontal view.  

When the angular differences were more than 60˚, the participants responded slower in several conditions than when 

the auditory cues and visual targets were in the same direction. In addition, the 𝝉  increased when the participants’ 

responses were slower. This indicates that an auditory cue presented from an angle largely different from the visual target 

drew the participants’ spatial attention to a direction different from the visual target. The participants needed to re-allocate 

their spatial attention to the visual target. This process elicited larger response delays, which was indicated by an increase 

in 𝝉. 

This study has several limitations. At first, the effects of the ease of sound source localization need to be investigated 

in the visual search task. The accuracy of sound source localization for auditory cues can affect the performance of visual 

search (e.g., Naka et al., 2021). We used one auditory cue in this study, however, different results might be observed if 

we use other auditory cues which are easier (e.g., white noise) or more difficult (e.g., pure tone) to localize the sound 

source. Second, the difficulty of tasks should be considered. In dual-task conditions, the difficulty of one task would 

affect the performance of another task. Regarding this study, the region of auditory cues which elicit the faster response 

to visual targets might be modulated by the tracking task if it was more difficult.  

This study showed the angular difference between the auditory cue and visual target that elicit responses similar to 

those when the auditory cue and visual target were presented from the same direction at a condition where the participants 

were deprived of their attentional resource by other tasks. These results have meaningful implication for multimodal user 

interface designs. Future study must validate this insight under real driving situations. 
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