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Abstract. This paper proposes the method that handles strata based
on qualitative spatial reasoning. We make a model for typical fold struc-
ture projected onto a two-dimensional plane, extracted by a rectangle.
We give a symbolic representation to the model with the features of
qualitative con�guration and qualitative shape, and propose a reason-
ing method on this representation. First, we de�ne the validity required
of the representation and show the correspondence between the model
and its representation. Next, we de�ne operations such as rotation and
symmetric transitions on the representation and show that they preserve
the validity. Finally, we de�ne the rules of connecting the models, and
show reasoning on construction of global data by applying them. When
multiple local data collected in distant locations are given, we can �nd
global data by inserting missing parts. The approach based on qualitative
spatial reasoning provides a logical explanation of the processes involved
in strata-generation prediction, which in the �eld of structural geology
have been examined manually to date, and enables to �nd results that
manual analysis may overlook.

Keywords: Qualitative spatial reasoning · Knowledge representation ·
Logical reasoning · Shape information.

1 Introduction

Natural disasters and topographical changes are closely related. Landslides and
�oods caused by heavy rain can be predicted from the lanscapes, and it is re-
quired to investigate the topography for safety when doing civil engineering and
construction work. The structure of strata and its formation process are impor-
tant factors to know the temporal change of topography.

In structural-geology research [9], the shapes and structures of strata are
analyzed using data at various scales, from the micro level, such as collected small
sample data measured in tens of centimeters, or slices that can be observed by
microscopy, to the macro level at the out-crop scale of several-hundred meters, or
aerial photos of larger regions. Regardless of scale, the entire shape of a stratum
is estimated by integrating local data collected from multiple locations, since it
is rarely exposed in a real landscape. There is no systematic approach in this
estimation process, and human error may exist.
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In this study, we propose a systematic approach using qualitative spatial
reasoning (QSR), which is a sub�eld of arti�cial intelligence. QSR represents
spatial entities symbolically without using concrete numerical data, and enables
reasoning on the representation [4, 3, 13, 16]. Representation focuses on speci�c
aspects or properties of an object or the relation of objects, depending on the
user's purpose, such as mereological relations, the relative positions or directions
of objects, rough shapes, and on on. Avoiding the need for precise values enables
a small computational burden, and declarative representation suits human recog-
nition. So far, lots of works have been done depending on the focused aspects of
spatial data. Here, we focus on the shapes and con�guration of objects.

Although it is rather di�cult to consider shape in QSR, several researchers
have proposed handling the shape of an object by projecting it onto a two-
dimensional plane [5, 6, 8, 10�12, 2, 1, 15, 18]. In most of these works, a set of
primitives was introduced and the shape of the object was represented by ar-
ranging these primitives in the order of their occurrence when tracing the outline
of the object. This process indicates that the target is essentially one-dimensional
spatial data.

On the other hand, for our application, we have to consider representation
based on local data extracted from a stratum, since the entire data do not com-
prise a closed curve. Moreover, we have to represent not only the shapes of layers
that become regions of a two-dimensional plane but also their interconnections.
Therefore, we cannot apply existing methods.

In this study, we propose representation and reasoning for a fold as a rela-
tively simple strata structure. To apply QSR to the shapes of strata, there are
two primary requirements: one layer continues in one direction if there is no
fault, and the relations of inter-layer connections remain unchanged even if a
stratum rotates or bends.

First, we de�ne a model for local fold data and the language to describe
it. Next, we de�ne the validity required of the representation, and show that
the model representation is valid and that a �gure can be drawn on a two-
dimensional plane for the valid representation. Moreover, we de�ne operations
on the representation corresponding to rotation and symmetric transitions, and
show that the validity is preserved. Finally, we discuss the interconnection of
models that have the same strata con�gurations. We show the process in which
global data is obtained by connecting multiple local data, which was not suf-
�ciently discussed in our previous work [17]. There, we mainly described the
horizontal connection because of the page limit. In this paper, we formalize ver-
tical connection precisely and discuss a sequence of connections as the reasoning
process on this representation. We also show an application of predicting global
data from multiple local data collected at di�erent locations to solve the ques-
tions such as �Are they parts of the same large global strata?� or �Can we infer
an ancient global stratum by connecting these local data?� It leads to the deriva-
tion of spatial relations among multiple local data collected in di�erent places
or at di�erent times.
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This study provides a mechanical treatment of strata using symbolic rep-
resentation that focuses on their features. The approach based on qualitative
spatial reasoning can provide logical explanations of processes that may be in-
volved in future morphological changes that manual analysis may overlook.

This paper is organized as follows. In Section 2, we identify our target fold
and the model. In Section 3, we de�ne a description language. In Section 4, we
provide a procedure to generate a representation for a model, and show that the
representation and the model have a one-to-one relation. In Section 5 we de�ne
operations on this representation. In Section 6, we discuss reasoning on this
representation. In Section 7, we compare our study with related works. Finally,
in Section 8, we show our conclusions and future works.

2 Model

We describe a typical form of fold strata such as that shown in Figure 1(a)
[14]. We assume that there is no fault or hole, and that the curvature of all the
layers is the same. We model a vertical cross section of the fold projected onto a
two-dimensional plane. We derive the local data extracted from the global data
by a rectangle that satis�es the following conditions [COND]. Based on these
conditions, the fold is divided into regions using multiple smooth continuous
curves (called layer-borderlines). Pairs of layer-borderlines do not intersect and
there is no self-intersection. We treat this �gure as our model.

(a) fold form (b) model on a 2D plane

Fig. 1. A model for a fold [17].

[COND]

1. All layers and any space (a region containing no layer) in the global data
appear to be connected regions in the local data.

2. The end-points of each layer-borderline are not located on a corner of the
rectangle.

3. Each layer-borderline is a smooth curve with neither an extremum nor an
in�ection point.

For example, part of the fold shown in Figure 1(a) is modeled as the �gure
in Figure 1(b). In the model, the bottom-left point is regarded as the origin and
the inclination of the curve is determined to be either increasing or decreasing.
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We refer to the borderlines between layers as layer-borderlines to discriminate
them from the borderline of the rectangle.

Note that since this is a qualitative model, we focus only on the side on which
end-points of layer-borderlines occur and the order of the locations, ignoring
their precise positions. As for the shape of a layer-borderline, we focus only
on its inclination and convexity, ignoring its precise shape. As a result, several
�gures are regarded as the same model.

Example 1. In Figure 2, (b) is regarded as same as (a), whereas (c) and (d) are
not.

(a) (b) (c) (d)

Fig. 2. Qualitative treatment of models [17].

3 Description Language

3.1 Language

We de�ne two kinds of description languages Lang1 and Lang2 to represent the
model for local data.

Lang1 is used to describe the con�guration of a stratum. This is de�ned as
Lang1 = {A1, . . . , An} ∪ {θ} where A1, . . . , An are the names of the layers and
θ denotes the outside of the stratum. A1, . . . , An and θ are called layer-symbols.

Lang2 is used to describe the shape of a layer-borderline. This is de�ned as
Lang2 = { , , , } where , , and indicate convex upward and increasing,
convex upward and decreasing, convex downward and increasing, and convex
downward and decreasing, respectively. , , and are called shape-symbols.
We de�ne the sets Up = { , } and Dn = { , }.

Let σ = e1 . . . ek be either a sequence of symbols in Lang1 or that of those in
Lang2. If σ is the null sequence, then we denote it as ε. For each i (1 ≤ i ≤ k),
we denote ei ∈ σ, and also denote first(σ) = e1, last(σ) = ek, tail(σ) = e2 . . . ek
and σ−1 = ek . . . e1. If k = 1, tail(σ) = ε.

De�nition 1 (local data description, layer-sequence) Local data descrip-
tion is de�ned as a pair (L,C), where L and C are �nite sequences that include
symbols in Lang1 and Lang2, respectively. L consists of four segments in the
form (σ1)(σ2)(σ3)(σ4) with auxiliary symbols `(' and `)'. The sequence of sym-
bols without the auxiliary symbols `(' and `)' is called a layer-sequence of L.
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A layer-sequence is considered as cyclic data, that is, for a layer-sequence
e1 . . . ek, ek is considered as e0, and ei . . . eke1 . . . ei−1 are considered to be equiv-
alent for all i (1 ≤ i ≤ k).

De�nition 2 (sequence-of-transitions) For a local data description (L,C),
let I = e1 . . . ek be a layer-sequence of L, where k 6= 1. Then the sequence c1 . . . ck
where for each i (1 ≤ i ≤ k), ci = ei−1/ei, ei ∈ σi, σi ∈ {σ1, σ2, σ3, σ4} is said
to be a sequence-of-transitions of L. And chgpt(ci, σi) shows that ci appears in
σi.

Example 2. For L = (Aθ)()(ABC)(B), the layer-sequence of L is I = AθABCB,
the sequence-of-transitions of L isB/A A/θ θ/A A/B B/C C/B, and chgpt(A/θ, σ1)
and chgpt(θ/A, σ3) hold.

3.2 Validity

For a local data description, we introduce the term `inclination of a layer-
borderline' that relates L and C.

De�nition 3 (inclination of a layer-borderline) Let (L,C) be a local data
description where L = (σ1)(σ2)(σ3)(σ4). For each pair of layer-symbols X and
Y , for which chgpt(X/Y, σ) and chgpt(Y/X, σ′) where σ 6= σ′ hold, the inclina-
tion of the layer-borderline CXY is de�ned depending on the pair of σ and σ′ as
follows:

� if (σ, σ′) is either (σ1, σ2), (σ2, σ1), (σ3, σ4) or (σ4, σ3), then CXY = dn
� if (σ, σ′) is either (σ1, σ4), (σ2, σ3), (σ3, σ2) or (σ4, σ1), then CXY = up
� otherwise, CXY = any.

De�nition 4 (validity) If a local data description (L,C) satis�es the following
conditions, then it is said to be a valid representation.

Let L = (σ1)(σ2)(σ3)(σ4) and its layer-sequence I = e1 . . . ek.

v1 For any pair X and Y of layer-symbols, if chgpt(X/Y, σ) holds, then the
sequence-of-transitions of L includes exactly one Y/X, and chgpt(Y/X, σ′)
where σ 6= σ′, σ, σ′ ∈ {σ1, σ2, σ3, σ4} holds.

v2 I is Xnθ or in the form of X1 . . . Xn−1XnXn−1 . . . X1θ where Xi 6= Xj

(1 ≤ i < j ≤ n).
v3 |C| = 1.
v4 � If for all CXY , CXY = up or any, then C ∈ Up.

� If for all CXY , CXY = dn or any, then C ∈ Dn.
� otherwise, C ∈ Up ∪Dn.

From [v2], the following proposition holds.

Proposition 1 Let (L,C) be a valid representation and I be the layer-sequence
of L. Then I is equivalent to I−1.
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4 Representation for a model

We provide the representation for a model. We show that it is valid; and that
conversely there exists a model of a valid representation and we can draw a �gure
satisfying [COND].

4.1 Representation for a model

When a modelM of local data is given, starting from the top-left ofM , trace the
borderline ofM in a clockwise manner to obtain a sequence of the layer-symbols
that are encountered, and place parentheses around each side of the rectangle.
Then we set L = (σt)(σr)(σb)(σl), where σt, σr, σb and σl are the sequence of
upper side, right side, lower side and left side of the rectangle, respectively. We
set C to correspond to the shape of the layer-borderline. (Note that the shape of
all the layer-borderlines is the same.) Then (L,C) is said to be the representation
for M .

Example 3. The representation for the model shown in Figure 3 is ( (Aθ)()(ABC)(B), ).
The sequence of layer-symbols starts not from layer-symbol B, but from A, al-
though this may seem unnatural. If the sequence were to start from B, the
layer-symbol occupying the top-left corner would appear in both σt and σl. To
avoid such a situation and to treat the sequence cyclically, the sequence starts
from A, the layer-symbol that is encountered �rst on tracing.

Fig. 3. Representation for a model [17].

Let (L,C) be the representation for a model M . The sequence-of-transitions
c1 . . . ck of L shows the order of occurrence of the end-points of each layer-
borderline on tracing the borderline ofM . And for each i (1 ≤ i ≤ k), chgpt(ci, σi)
indicates that the end-point ci of a layer-borderline is on the side corresponding
to σi.

4.2 Validity and drawability

Theorem 1 (validity of the model) The representation for a model is valid.

Proof. For any pairX and Y of layer-symbols in L, chgpt(X/Y, σ) and chgpt(Y/X, σ′)
show that the two end-points of the layer-borderline of X and Y are in σ and
σ′, respectively. From the �rst condition of [COND], each layer-borderline of
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M does not intersect with itself or another layer-borderline. It has exactly two
end-points on the borderlines, which are not on the same side of M , in accor-
dance with the third condition of [COND]. Therefore, σ 6= σ′. Thus, validity
[v1] holds.

The length of each layer-sequence is even, since each layer-borderline has
exactly two end-points. Let e1 . . . e2k be the layer-sequence of L. If there is only
one layer-borderline, then the layer-sequence of L is Xθ where X is a layer-
symbol. If there is more than one layer-borderline, then let e0 = e2k = θ, e1 =
X1, . . . , ek = Xk, whereXi ∈ Lang1 (1 ≤ i ≤ k). For each i, j (0 ≤ i < j ≤ k−1),
if the end-points Xi/Xi+1 and Xj/Xj+1 occur in this order in the sequence-of-
transitions of L, then Xj+1/Xj and Xi+1/Xi occur in this order in the sequence-
of-transitions of L, since layer-borderline pairs should not intersect. Moreover,
if we assume that Xi = Xj (i 6= j) holds, then the layer Xi should appear more
than twice in L, indicating that it is a disconnected region; this contradicts the
�rst condition of [COND]. Therefore, Xi 6= Xj . Thus, validity [v2] holds.

Validity [v3] holds from the assumption of the model. Therefore, CXY are
de�ned uniquely and consistently for all pairs of X and Y . Thus, validity [v4]
holds.

Theorem 2 (drawability of the representation) There exists the model of
a valid representation.

Proof. Let (L,C) be a valid representation and L = (σ1)(σ2)(σ3)(σ4).
Let c1 . . . c2k be a sequence-of-transitions of L, since the lengths of sequence-

of-transitions of L are even from validity [v2]. We locate each ci ∈ σi (σi ∈
{σ1, σ2, σ3, σ4}) (1 ≤ i ≤ 2k) on the borderline of the rectangle in the clockwise
direction: locate the elements σ1, σ2, σ3 and σ4 on the upper side, right side,
lower side and left side, respectively, in accordance with the order of occurrence
in the sequence-of-transitions. Then, we can draw each layer-borderline so that
its two end-points are not on the same side, and not on a corner, for the following
reason.

For any pair X and Y of layer-symbols, we can draw a line between the end-
points corresponding to X/Y and Y/X in the sequence-of-transitions. Validity
[v1] indicates that a line connecting the two points exists; and validity [v2]
indicates that lines do not intersect, and have no extremum or in�ection point.
Therefore, a region encircled by layer-borderlines and the borderlines of the
rectangle is a connected region.

The inclination of all layer-borderlines is the same, which can be determined
from validities [v3] and [v4]. Therefore, we can draw a smooth curve according
to C.

Therefore, the model for a valid representation exists, which means that we
can draw a �gure corresponding to the model.

5 Operation

Our goal is to derive spatial relations among multiple local data collected in
di�erent locations or at di�erent times. To achieve this, we de�ne operations
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on the local data description and check for changes in the model resulting from
these operations.

Let S0 be a set of representations for models of local data. From Theorem 1,
any element of S0 is valid.

Here, we de�ne three operations: rotation, horizontal �ip and vertical �ip on
S0 (Figure 4). For D = (L,C) ∈ S0, we de�ne the operation o on D = (L,C) as
o(D) = (o(L), o(C)).

( (Aθ)()(ABC)(B), ) ( (B)(Aθ)()(ABC), )
(a) original data (b) π/2 rotation

( (AB)(C)(BAθ)(), ) ( (BAθ)()(AB)(C), )
(c) �ip horizontal (d) �ip vertical

Fig. 4. Operations on S0 [17].

5.1 π/2 rotation

Let r be the operation that rotates the model by π/2 clockwisely. This is de�ned
as follows.

For L = (σt)(σr)(σb)(σl), r(L) = (σl)(σt)(σr)(σb).

For C, r( ) = , r( ) = , r( ) = , r( ) = .

Example 4. The representation for the model in Figure 4(a) isD = ( (Aθ)()(ABC)(B), ).
If we draw r(D) = ( (B)(Aθ)()(ABC), ), then we can obtain the model shown
in Figure 4(b), which corresponds to π/2 clockwisely rotated with respect to the
original model shown in Figure 4(a).

Proposition 2 1. The model corresponding to r(D) is a �gure that is π/2
clockwisely rotated relative to that corresponding to D.

2. For each D in S0, r(D) is valid.

3. r(r(r(r(D)))) = D.

Proof. This can easily be proved, since the operation is only shifting segments.
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5.2 Horizontal �ip

Let h be the operation that �ips the model horizontally.
First, we detect the layer which will occupy the top-left corner of the model

after applying the operation. This is said to be a delimiter and is de�ned as
follows.

For L = (σt)(σr)(σb)(σl),

delimiter(L) =

 last(σt) (if σt 6= ε)
last(σl) (if σt = ε, σl 6= ε)
last(σb) (if σt = σl = ε).

Let I = e1 . . . ek be the layer-sequence of L and ez be its delimiter (1 ≤ z ≤
k). Let I ′ = ez−1ez−2 . . . e1ekek−1 . . . ez.

Then we set h(L) = (σ′t)(σ
′
r)(σ

′
b)(σ

′
l), by dividing I ′ into four segments by

inserting the symbols `(' and `)' so that |σ′t| = |σt|, |σ′r| = |σl|, |σ′b| = |σb| and
|σ′l| = |σr|.

For C, h( ) = , h( ) = , h( ) = , h( ) = .

Example 5. The representation for the model in Figure 4(a) is D = (L,C) =
( (Aθ)()(ABC)(B), ). I = AθABCB, and delimiter(L) = θ, since σt 6= ε.
Therefore, I ′ = ABCBAθ. The numbers of elements on each segment are |σ′t| =
|σt| = 2, |σ′r| = |σl| = 1, |σ′b| = |σb| = 3 and |σ′l| = |σr| = 0. Therefore, by cutting
I ′ by these numbers, we get h(L) = (AB)(C)(BAθ)(). In addition, h(C) = . As
a result, we obtain h(D) = ( (AB)(C)(BAθ)(), ), shown in Figure 4(c), which
corresponds to the horizontally �ipped original model shown in Figure 4(a).

Proposition 3 1. The model corresponding to h(D) is a �gure that is hori-
zontally �ipped relative to that corresponding to D.

2. For each D in S0, h(D) is valid.
3. h(h(D)) = D.

Proof. 1. Considering cyclicity, I ′ is equivalent to I−1. The encountered order
of layers on tracing the borderline of the model for h(L) is the inverse of that
in the original model. Moreover, the numbers of end-points on each side of
the original model are the same as those on the corresponding sides of the
model for h(L), since |σ| indicates the number of end-points on the side σ.

2. Assume that L is valid.
I ′ is equivalent to I−1. In addition, for any pair X and Y of layer-symbols
chgpt(X/Y, σ) and chgpt(Y/X, σ′) are mapped to chgpt(Y/X, τ) and chgpt(X/Y, τ ′),
respectively, by h. Then τ 6= τ ′ holds since σ 6= σ′ holds, from the de�nition
of h. Therefore, validity [v1] holds.
Validity [v2] holds, since I ′ is equivalent to I−1.
Validity [v3] trivially holds.
We show that validity [v4] holds as follows. We show the case of C ∈ Dn.
Since the inclinations of all the layer-borderlines are either dn or any, we
consider a case in which chgpt(X/Y, σb) and chgpt(Y/X, σl) hold where the
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inclination is CXY = dn. In this case, the pair is mapped to chgpt(Y/X, σ′b)
and chgpt(X/Y, σ′r), by h. Their inclination is up. Similarly, for the other
layer-borderlines, the inclination of dn is mapped to up, and any to any.
Therefore, h(C) ∈ Up holds. It follows that validity [v4] holds in this case.
We can prove the other cases similarly.

3. Let I, I ′ and I ′′ be layer-sequence of L, h(L) and h(h(L)), respectively. And
let ez be a delimiter of L (1 ≤ z ≤ k).

I = e1e2 . . . ez−1ezez+1 . . . ek−1ek
I ′ = ez−1 . . . e2e1ekek−1 . . . ez+1ez

(a) When delimiter(L) = last(σt), delimiter(h(L)) = last(σ′t) = ek, since
|σt| = |σ′t|. Therefore,

I ′′ = e1e2 . . . ez−1ezez+1 . . . ek−1ek.
Therefore, h(h(L)) = L.

(b) When delimiter(L) = last(σl), last(σl) = last(I) = ek. Then the layer-
sequences are as follows.

I = e1e2 . . . ek−1ek
I ′ = ek−1 . . . e2e1ek

If σ′l 6= ε, delimiter(h(L)) = last(σ′l) and last(σ′l) = last(I ′) = ek,
since σ′t = ε. If σ′l = ε, delimiter(h(L)) = last(σ′b) since σ′t = ε, and
last(σ′b) = ek. Therefore, delimiter(h(L)) = ek. Therefore,

I ′′ = e1e2 . . . ek−1ek
Therefore, h(h(L)) = L.

(c) When delimiter(L) = last(σb), last(σb) = last(I) = ek. Then delimter(L) =
delimiter(h(L)) = ek holds by the same discussion with that in the above
case.
Therefore, h(h(L)) = L.

As for C, h(h(C)) = C holds trivially from the de�nition of h.
Thus, we h(h(D)) = D holds.

5.3 Vertical �ip

Let v be the operation that �ips the model vertically. In this case, the delimiter
is de�ned as follows.

For L = (σt)(σr)(σb)(σl),

delimiter(L) =

 last(σb) (if σb 6= ε)
last(σr) (if σb = ε, σr 6= ε)
last(σt) (if σb = σr = ε).

Let I = e1 . . . ek be the layer-sequence of L and ez be its delimiter (1 ≤ z ≤
k). Let I ′ = ez−1ez−2 . . . e1ekek−1 . . . ez.

Then we set v(L) = (σ′t)(σ
′
r)(σ

′
b)(σ

′
l), by dividing I ′ into four segments by

inserting the symbols `(' and `)' so that |σ′t| = |σb|, |σ′r| = |σr|, |σ′b| = |σt| and
|σ′l| = |σl|.

For C, v( ) = , v( ) = , v( ) = , v( ) = .
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Example 6. The representation for the model in Figure 4(a) isD = ( (Aθ)()(ABC)(B), ).
If we draw v(D) = ( (BAθ)()(AB)(C), ), then we can obtain the model shown
in Figure 4(d) which corresponds to the vertically �ipped original model shown
in Figure 4(a).

Proposition 4 1. The model corresponding to v(D) is a �gure that is vertically
�ipped relative to that corresponding to D.

2. For each D in S0, v(D) is valid.

3. v(v(D)) = D.

Proof. Similar to the proof regarding h.

5.4 Combination of operations

Proposition 5 Let S0 be a set of representations for models of local data. For
D1, D2 ∈ S0 where D1 = (L1, C2) and D2 = (L2, C2), if D2 can be obtained from
D1 by applying the operations r, h and v �nite times, then the layer-sequences of
L1 and L2 are equivalent.

Proof. Let L1 = (σt)(σr)(σb)(σl). Then layer-sequence of L1 is I = σtσrσbσl.
The layer-sequence of r(L1) = (σl)(σt)(σr)(σb) is σlσtσrσb, which is equivalent to
I because of its cyclicity. The layer-sequences of h(L1) and v(L1) are equivalent
to I ′ = ez−1ez−2 . . . e1ekek−1 . . . ez, where ez is the delimiter of L1. Therefore,
they are equivalent to I. Thus,the layer-sequences of L1 and L2 are equivalent.

The following property holds with respect to the combination of the opera-
tions, which can be proved similarly as the proof of Proposition 3.

Proposition 6 r(r(D)) = h(v(D)) = v(h(D)).

6 Reasoning Based on Connections of Models

6.1 Interconnection of models

For a pair of representations for models, if the adjacency between the layers
appearing in them is the same, then the con�guration of the stratum is the
same.

De�nition 5 (same con�guration) For a pair of representations for models
D1 = (L1, C1) and D2 = (L2, C2), let I1 and I2 be layer-sequences of L1 and
L2, respectively. If I1 is equivalent to I2, then it is said that D1 and D2 have the
same con�guration.

Example 7. In Figure 5, (a), (b) and (c) have the same con�guration, whereas
(d) does not.
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(Aθ)()(ABC)(B) ()(ABC)()(BAθ)
(a) (b)

()(ABC)(BAθ)() (Bθ)(B)(CA)(C)
(c) (d)

Fig. 5. Same/di�erent con�guration [17].

Let S0 be a set of representations for models of local data. When D1, D2 ∈
S0 have the same con�guration, we make a new model D by connecting them
horizontally or vertically.

For a sequence of layer-symbols L = (σt)(σr)(σb)(σl), we denote set(L) as a
set of the layer-symbols appearing in L, that is, set(L) = {e|e ∈ σt} ∪ {e|e ∈
σr} ∪ {e|e ∈ σb} ∪ {e|e ∈ σl}.

For a sequence of shape-symbols C, cend(C) shows the symbol to be con-
nected, that is either last(C) or first(C) depending on the locations of the
end-points. If |C| = 1, then cend(C) = C.

left\right
ng

ng ng
ng ng
ng

top\bottom
T( ) ng T( )

T( ) ng ng
ng T( ) T( )
ng ng T( )

(a) horizontal connection (b) vertical connection

Table 1. Connection of shape symbols.

Table 1(a) shows a horizontal connection and Table 1(b) shows a vertical
connection of a pair of shape-symbols. In these tables, `ng' indicates that the
connection cannot generate a smooth curve. T(C1C2) indicates that the curve is
obtained by applying a vertical connection of C1 and C2. The symbol `T ' means
the transpose of the sequence. If |C| = 1, TC = C.

For example, in Table 1(a), the cell in the �rst row, �rst column shows that
the result of connecting and is a single ; the cell in the �rst row, third
column shows that the result of connecting on the left side and on the right
side is the lined-up of these symbols, which indicates a maximal point. Similarly,
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the cell in the last row, second column shows that the result of connecting
in the left side and on the right side is the lined-up of these symbols, which
indicates a minimal point. On the other hand, in Table 1(b), T( ) and T( )
are the extrema, since the curve is traced from top to bottom.

There are two issues to note.

First issue is the order of tracing the layer-borderline.

Compare Table 1(a) and (b). Focus on the the second row, �rst column
of these tables, which shows a connection of and . The shapes of these
connections are di�erent, although both of the results are . Figure 6(a) shows
the model obtained by the horizontal connection, whereas Figure 6(b) shows the
one obtained by the vertical connection. We use the symbol `T ' to discriminate
these shapes.

T( )
(a) horizontal connection (b) vertical connection

Fig. 6. Di�erent shapes of layer-borderlines with the same sequence.

Second issue is the nondeterminacy of the shapes. We cannot determine the
shape of the composed layer-borderline only from the sequence of shape-symbols.

Consider T( ) in the �rst row, fourth column in Table 1(b). There are two
models for the representation T( ) shown in Figure 7(a) and (c). Similarly,
there are two models for the representation T( ) shown in Figure 7(b) and (d).
As we cannot determine the shape of the composed layer-borderline only from
the sequence of shape-symbols, we identify it by checking the sequence of the
layer-symbols.

6.2 Horizontal connection of a pair of local data

First, we show the horizontal connection of a pair of local data.

Let S0 be a set of representations for models of local data. For a pair of
D1 = (L1, C1) and D2 = (L2, C2) in S0 that have the same con�guration, we
can connect the right side ofD1 to the left side ofD2 which is denoted byD1||D2,
if the following two conditions are satis�ed.
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(a) D1 (b) D2 (c) D′
1 (d) D′

2

Fig. 7. Two kinds of shapes of curves for the same sequence of shape-symbols.

all layers occurrence Let L1 = (σt)(σr)(σb)(σl) and L2 = (τt)(τr)(τb)(τl).
Take elements ci of the sequence-of-transitions of L1 that satisfy chgpt(ci, σr),
and put them in the order of their appearance to make the sequence c1 . . . ck.
Similarly, take elements c′j of the sequence-of-transitions of L2 that satisfy
chgpt(c′j , τl), and put them in their order of appearance to make the se-
quence c′1 . . . c

′
k′ . Then, (i) if ci = ei−1/ei then c′i = ek+1−i/ek−i for each

i (1 ≤ i ≤ k), (ii) k = k′ = |L1|/2 = |L2|/2, (iii) set(L1) = set(L2) =
∪1≤i≤k{e | e appears in ci} = ∪1≤j≤k′{e | e appears in c′j}.

smooth curve Either of the following holds. Note that |C1| = |C2| = 1.
1. cend(C1), cend(C2) ∈ Up
2. cend(C1), cend(C2) ∈ Dn
3. cend(C1) = and cend(C2) =
4. cend(C1) = and cend(C2) =

The condition of all layers occurrence means that all the end-points occurring
on two connecting sides coincide, and that all the layer-symbols appear exactly
once on both connecting sides. This avoids the case in which the �gure corre-
sponding to the resulting representation could contain a disconnected region.
We will explain this later in Example 11. The condition of smooth curve means
that the shapes of all the connected layer-borderlines are smooth.

If both conditions are satis�ed, then L = (σtτt)(τr)(τbσb)(σl). C = C1 if
C1 = C2, and C = C1C2 otherwise. And we can connect D1 and D2 horizontally
to generate the representation D = (L,C). In horizontal connection, the shape
of the connected layer-borderlines is represented by tracing it from left to right.

Example 8. The representations for the models in Figure 8(a) and (b) are D1 =
( ()(ABC)()(BAθ), ) and D2 = ( ()(A)(BC)(BAθ), ), respectively. (i) Take
the speci�ed elements from the layer-transitions c1 = θ/A, c2 = A/B, c3 = B/C,
c′1 = C/B, c′2 = B/A, c′3 = A/θ, (ii) |L1|/2 = |L2|/2 = 3, (iii) set(L1) =
set(L2) = ∪1≤i≤3{e | e appears in ci}= ∪1≤j≤3{e | e appears in c′j}= {A,B,C, θ}.
Therefore, the condition of all layers occurrence is satis�ed. Moreover, the third
condition of the smooth curve is satis�ed. Thus, their horizontal connection
D1||D2 is computed as ( ()(A)(BC)(BAθ), ), which corresponds to the rep-
resentation for the model in Figure 8(c).
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(a) D1 (b) D2 (c) D1||D2

Fig. 8. Horizontal connection of a pair of local data [17].

6.3 Vertical connection of a pair of local data

Next, we show the vertical connection of a pair of local data.
Let S0 be a set of representations for models of local data. For a pair of

D1 = (L1, C1) and D2 = (L2, C2) in S0 that have the same con�guration, we
can connect the lower side of D1 to the upper side of D2 which is denoted by
D1 +D2, if the following two conditions are satis�ed.

all layers occurrence Let L1 = (σt)(σr)(σb)(σl) and L2 = (τt)(τr)(τb)(τl).
Take elements ci of the sequence-of-transitions of L1 that satisfy chgpt(ci, σb),
and put them in the order of their appearance to make the sequence c1 . . . ck.
Similarly, take elements c′j of the sequence-of-transitions of L2 that satisfy
chgpt(c′j , τt), and put them in their order of appearance to make the se-
quence c′1 . . . c

′
k′ . Then, the same conditions with the (i)∼(iii) stated in the

horizontal connection should be satis�ed.
smooth curve Either of the following holds. Note that |C1| = |C2| = 1.

1. cend(C1), cend(C2) ∈ Up
2. cend(C1), cend(C2) ∈ Dn
3. cend(C1) = and cend(C2) =
4. cend(C1) = and cend(C2) =

If both conditions are satis�ed, then L = (σt)(σrτr)(τb)(τlσl). C = C1 if
C1 = C2, and C =T (C1C2) otherwise. And we can connect D1 and D2 vertically
to generate the representation D = (L,C). In vertical connection, the shape of
the connected layer-borderlines is represented by tracing from top to bottom.

Example 9. The representations for the models in Figure 9(a) and (b) are D1 =
( (Aθ)()(ABC)(B), ) and D2 = ( (BAθ)(AB)(C)(), ), respectively, and their
vertical connection can be computed as D1 +D2 = ( (Aθ)(AB)(C)(B),T ( ) )
which corresponds to the representation for the model of Figure 9(c).

In the subsequent two subsections, we discuss a composed connections of
multiple local data.

6.4 General horizontal connection

Consider general horizontal connection.
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(a) D1 (b) D2 (c) D1 +D2

Fig. 9. Vertical connection of a pair of local data [17].

Let L = (σt)(σr)(σb)(σl). One end-points of all layer-borderlines should be
located in σr or σl. When we connect (L,C) horizontally, the connecting shape-
symbol cend can be determined only from C. However, when we connect (L,TC)
horizontally, we have to determine cend by checking the location of the other
end-points. We refer the value of cend as fol , which stands for `�rst or last', in
case of connecting (L,TC), in the following explanation. The value of fol(C) is
first(C) or last(C) depending on the case: if at least one of the other end-points
is located in σt, then cend(C) = last(C); if at least one of the other end-points is
located in σb, then cend(C) = first(C); otherwise, it is not always determined
whether cend(C) = last(C) or cend(C) = first(C), and we can execute for each
possibility.

Let D1 and D2 be the data obtained by horizontal/vertical connection of
local data. We can connect the right side of D1 to the left side of D2.

� If D1 = (L1, C1) and D2 = (L2, C2), then cend(C1) = last(C1), cend(C2) =
first(C2).

� If D1 = (L1, C1) and D2 = (L2,
TC2), then cend(C1) = last(C1), cend(C2) =

fol(C2).
� If D1 = (L1,

TC1) and D2 = (L2, C2), then cend(C1) = fol(C1), cend(C2) =
first(C2).

� If D1 = (L1,
TC1) and D2 = (L2,

TC2), then cend(C1) = fol(C1), cend(C2) =
fol(C2).

If we apply only horizontal connections repetitively, then only the case of
cend(C1) = last(C1), cend(C2) = first(C2) appears.

Let L1 = (σt)(σr)(σb)(σl) and L2 = (τt)(τr)(τb)(τl). If the same condi-
tions as in the case of horizontal connection of a pair of local data are satis-
�ed, then we can connect D1 and D2 horizontally to get D = (L,C) where
L = (σtτt)(τr)(τbσb)(σl), and C is de�ned as follows.

� In case of cend(C1) = last(C1) and cend(C2) = first(C2)
• if cend(C1) = cend(C2), then C = C1tail(C2)
• otherwise, C = C1C2

� In case of cend(C1) = last(C1) and cend(C2) = last(C2)
• if cend(C1) = cend(C2), then C = C1tail(C

−1
2 )

• otherwise, C = C1C
−1
2
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� In case of cend(C1) = first(C1) and cend(C2) = first(C2)

• if cend(C1) = cend(C2), then C = C−11 tail(C2)
• otherwise, C = C−11 C2

� In case of cend(C1) = first(C1) and cend(C2) = last(C2)

• if cend(C1) = cend(C2), then C = C−11 tail(C−12 )
• otherwise, C = C−11 C−12

Example 10. Consider the horizontal connection ofD1 = (L1,
TC1) = ( (Aθ)(AB)()(),T ( ) )

and D2 = (L2,
TC2) = ( (AB)()()(Aθ),T ( ) ) shown in Figure 7(a) and (b), re-

spectively. Let L1 = (σt)(σr)(σb)(σl). As cend(C1) = fol(C1), we check the
location of the end-points other than σr = AB. Then, as σt = Aθ 6= ε, there ex-
ists an end-point on σt. Therefore, cend(C1) = last(C1). Similarly, cend(C2) =
last(C2). Thus, the conditions of all layers occurrence and smooth curve are sat-
is�ed, and we obtain C = C1C

−1
2 = ( )−1 = . Therefore, D1||D2 =

( (AθAB)()()(), ).
On the other hand, consider the horizontal connection of D′1 = (L1,

TC1) =
( ()(Aθ)(AB)(),T ( ) ) and D′2 = (L2,

TC2) = ( ()()(Aθ)(AB),T ( ) ) shown
in Figure 7(c) and (d), respectively. As cend(C1) = first(C1) and cend(C2) =
first(C2), we obtain C = C−11 C2 = ( )−1 = .D′1||D′2 = ( ()()(AθAB)(), ).

6.5 General vertical connection

Next, consider general vertical connection.
Let L = (σt)(σr)(σb)(σl). One end-points of all layer-borderlines should be

located in σt or σb. When we connect (L,TC) vertically, the connecting shape-
symbol cend can be determined only from C. However, when we connect (L,C)
vertically, we have to determine cend by checking the location of the other end-
points. We refer the value of cend as fol , which stands for `�rst or last', in
case of connecting (L,C), in the following explanation. The value of fol(C) is
first(C) or last(C) depending on the case: if at least one of the other end-points
is located in σr, then cend(C) = first(C); if at least one of the other end-points
is located in σl, then cend(C) = last(C); otherwise, it is not always determined
whether cend(C) = last(C) or cend(C) = first(C), and we can execute for each
possibility.

Let D1 and D2 be the data obtained by horizontal/vertical connection of
local data. We can connect the lower side of D1 to the upper side of D2.

� IfD1 = (L1,
TC1) andD2 = (L2,

TC2), then cend(C1) = last(C1), cend(C2) =
first(C2).

� If D1 = (L1,
TC1) and D2 = (L2, C2), then cend(C1) = last(C1), cend(C2) =

fol(C2).
� If D1 = (L1, C1) and D2 = (L2,

TC2), then cend(C1) = fol(C1), cend(C2) =
first(C2).

� If D1 = (L1, C1) and D2 = (L2, C2), then cend(C1) = fol(C1), cend(C2) =
fol(C2).
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If we apply only vertical connections repetitively, then only the case of
cend(C1) = last(C1), cend(C2) = first(C2) appears.

Let L1 = (σt)(σr)(σb)(σl) and L2 = (τt)(τr)(τb)(τl). If the same conditions as
in the case of vertical connection of a pair of local data are satis�ed, then we can
connectD1 andD2 vertically to getD = (L,TC), where L = (σt)(σrτr)(τb)(τlσl),
and C is de�ned as same as in the general horizontal connection.

6.6 Succeeding connections

Let S0 be a set of representations for models of local data. We de�ne S1 as
a union of the set of representations for the horizontally/vertically connected
models and S0.

S1 = { D | D = D1||D2, D1, D2 ∈ S0 }
∪ { D | D = D1 +D2, D1, D2 ∈ S0 }
∪ S0.

We repeat this process by generating Sn from Sn−1 for n > 1.
Sn = { D | D = D1||D2, D1, D2 ∈ Sn−1 }

∪ { D | D = D1 +D2, D1, D2 ∈ Sn−1 }
∪ Sn−1.

In general, D ∈ Sn is not always a valid representation, since a layer-
borderline of D may include an extremum or an in�ection.

Instead of validity, the following properties hold.

Theorem 3 (property of extended representation) D = (L,C) ∈ Sn sat-
is�es the following properties.

Let L = (σt)(σr)(σb)(σl), the layer-sequence of L, I = e1 . . . ek and C =
q1 . . . qm.

p1 For any pair X and Y of layer-symbols, if chgpt(X/Y, σ) holds, then the
sequence-of-transitions of L includes exactly one Y/X, and chgpt(Y/X, σ′)
where σ, σ′ ∈ {σt, σr, σb, σl} holds.

p2 I is Xnθ or in the form X1 . . . Xn−1XnXn−1 . . . X1θ, where Xi 6= Xj (1 ≤
i < j ≤ n).

p3 For any i (1 ≤ i ≤ m− 1), qi 6= qi+1 holds.

We can apply a combination of horizontal/vertical connection to obtain the
sequence S0, S1, . . . , Sn. However, we have to choose the order of application
because of the conditions of the connection.

Example 11. In Figure 10, D1 and D2 cannot be horizontally connected, since
they do not satisfy the �rst condition of horizontal connection. If they were
horizontally connected, disconnected regions would appear. On the other hand,
D3 +D1 and D4 +D2 can be generated since the pair D3 and D1, and the pair
D4 and D2 satisfy the conditions of vertical connection, respectively. In addition,
(D3 + D1)||(D4 + D2) can be generated since the pair D3 + D1 and D4 + D2

satisfy the conditions of horizontal connection.
As a result, a representation for the global data that may contain a maximal

point is obtained.
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This example indicates that the properties stated in Theorem 3 are preserved
on applying the connections in an appropriate order.

6.7 Prediction of global data

Actually, there is seldom found a stratum of which the entire shape is completely
exposed. When multiple data are collected at distant locations, if they have the
same con�guration, then we can �nd several possible ways to connect them, by
inserting several local data between them and applying the above reasoning.

Example 12. Assume that D1 and D2 are collected at distant locations (Fig-
ure 11(a)), does a global stratum exist that contains both of them? One possible
solution is shown in Figure 11(b), which shows that there should exist D3 and
D4 (Figure 11(a)) to connect D1 and D2. Such intermediate data are often miss-
ing, and we infer the possibility that the global stratum exists, which changes in
the long term as a result of crustal movements.

In this example, the right two rectangles are wider than the left ones in
Figure 11(b). Actually, the sizes of collected local data are not always same or
distances between their locations are di�erent. Here, we focus on the end-points
of layer-borderlines and their shapes both of which are treated qualitatively.
Therefore, we can make a model for a global data by changing the size or ratio
of sides of rectangles of the models for local data.

Example 13. Assume that local data P,Q andR are collected at distant locations
shown in Figure 12. Does a global stratum exist that connects pb and rb, ql and
rl, respectively?

In this case, we have a solution (D1||D2) + (D3||D4) + ( (D5 + D6)||D7 )
shown in Figure 13(a), which is obtained by the operations || and + repetitively.
In this �gure, the local data D5, D2 and D4 correspond to P,Q and R, respec-
tively. The representation for this model is ( ()(ABC)()(BAθ),T ( ) ).
There is another solution (D1||D2) + ( (D5 +D6) || ((D3||D4) +D7) ) shown in
Figure 13(b) for which the representation is the same. This example shows that
global structure can be generated by the reasoning procedure, and that multiple
solutions can be found.

7 Related Works

To the best of the authors' knowledge, there has been almost no research on
strata that uses symbolic representation and logical reasoning.

To combine AI techniques and structural geology, application of machine
learning using big data is one possibility. However, the currently available strata-
data archives are quite small and the stored data are not su�ciently categorized.
Moreover, in most data archives, �gures and landscapes are stored using numer-
ical data.
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On the other hand, in the QSR research �eld, several methods for symbolic
treatment of shapes have been proposed. Almost all of them treat spatial data
on a two-dimensional plane.

Leyton proposed a grammar that represents changes in the shape of a closed
curve, starting from a simple smooth curve. He explained changes in shape based
on a force acting from inside or outside the curve [12]. He showed that any shape
of a smooth closed curve can be represented using language based on the pro-
posed grammar. Tosue et al. extended the grammar so that it can represent
phenomena such as the creation of a tangent point and division of the curve
[18]. They applied the method to a process of organogenesis. Galton et al. pro-
posed another grammar that can apply not only to a smooth curve but also
to a straight line or a curve with cusps [8]. They showed that objects of var-
ious shapes can be symbolically represented by connecting a �nite number of
primitive segments. They also referred to transformation between representa-
tions di�ering in granularity. Cabedo et al. proposed a representation for the
borderline of an object with further information such as relative lengths and rel-
ative angles, and also showed the juxtaposition of objects [2, 1]. Falomir et al.
extended this representation to develop a new language for a qualitative shape
representation of a two-dimensional object. They also considered the connec-
tion of the objects and formalized the composition of qualitative lengths, angles
and convexities. Falomir et al. also de�ned similarity between qualitative shapes
described in their extended model [6]. They focused only on the shape of the
boundary of an object, whereas we treat the inner con�guration of an object,
which consists of multiple regions in a single object as well as the shape of the
regions. They used straight lines to represent a shape, whereas we use curves,
which is another di�erence.

All of these expressions adopted methods that represent the shape of an
object by connecting primitive segments when tracing its borderline. On the
other hand, Cohn took a di�erent approach to represent a concave object [5]. He
regarded di�erences in the closure and the object itself as regions and represented
the spatial relations of these regions. Kumokawa et al. also proposed a di�erent
representation for a concave shape using closure [11].

A study by Kulik et al. applied QSR to landscape silhouettes [10]. They
proposed a description language for the shape of an open line. They de�ned sev-
eral primitives comprising two consecutive vectors depending on relative lengths
and angles; regarded the borderline of a silhouette of a landscape as a pattern of
connections between these primitives; and deduced landscape features, includ-
ing mountain, valley, and plateau. They also proposed a transformation from the
re�ned level to the abstract level. The di�erences between Kulik's method and
ours are: �rst, he used straight lines as primitives, whereas we use curves; second,
his target silhouette was always in the vertical direction, whereas our method
can be applied to rotated forms; third, he neither formalized the method nor
discussed the validity of the representation, whereas we both de�ne the validity
of the representation and prove one-to-one relation with the model.
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In addition, while all existing studies treated the essentially one-dimensional
data of a borderline, we treat the two-dimensional data of a stratum consisting
of multiple regions.

8 Conclusions

We have discussed qualitative representation and reasoning for strata.
We provided a model for local data from a typical form of fold strata, and

proposed its representation in the form of a pair of sequences of symbols that
stand for the con�guration of a layer and the shapes of the borderlines between
layers. This representation is suitable to show the main features of strata: one
layer extends in one direction if there is no fault, and the relations of intercon-
nections between layers are unchanged even if the width of a layer, shape, or
axis of a fold changes.

We de�ned the validity of the representation, and then proved that the rep-
resentation for a model is valid and that conversely, there exists the model of
a valid representation. Moreover, we de�ned several operations on the represen-
tation, and showed that they preserve the validity. We also showed reasoning
about the connection of local data. We formalized the connection and showed
that global data connecting several local data can be constructed.

This enables derivation of relations among multiple local data collected in
di�erent locations or at di�erent times. Our main contribution is to show sym-
bolic treatment of strata and provide a basis for logically explaining the process
of landscape generation.

In future studies, we intend to identify sets of representations obtained from
repetitive application of connections of local data. We are considering a relax-
ation of the condition of all layers occurrence for the connection so that more
�exible reasoning is available. We are also considering the formalization needed
to explain the strata-generation process, as well as a qualitative simulation for
possible future morphological changes.
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( (ABC)()(BAθ)(), ) ( (BAθ)()(ABC)(), )
D1 D2

( ()(ABC)(BAθ)(), ) ( ()()(ABC)(BAθ), )
D3 D4

( ()(ABC)(BAθ)(), ) ( ()()(ABC)(BAθ), )
D3 +D1 D4 +D2

( ()()(ABCBAθ)(), )
(D3 +D1)||(D4 +D2)

Fig. 10. Process of connections [17].
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D1 ( (BAθ)()(ABC)(), ) D2 ( (AB)(C)(BAθ)(), )

D3 ( (BAθ)(ABC)()(), ) D4 ( (ABC)()()(BAθ), )
(a) local data

( (BAθAB)(C)()(), )
(b) global data

Fig. 11. Prediction of global data [17].

Fig. 12. Collected local data.
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(a) solution 1 (b) solution 2

Fig. 13. A global data obtained by repetitive horizontal/vertical connections.


