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Abstract

This paper presents a new method for building
domain-specific web search engines. Previous
methods eliminate irrelevant documents from the
pages accessed using heuristics based on human
knowledge about the domain in question. Accord-
ingly, they are hard to build and can not be applied
to other domains. The keyword spice method, in
contrast, improves search performance by adding
domain-specific keywords, called keyword spices,
to the user’sinput query; the modified query isthen
forwarded to ageneral-purpose search engine. Key-
word spices can be effectively discovered automati-
cally from web documents allowing usto build high
quality domain-specific search engines in various
domains without requiring the collection of heuris-
tic knowledge. We describe a machine learning
algorithm, which is a type of decision-tree learn-
ing agorithm, that can extract keyword spices. To
demonstrate the value of the proposed approach,
we conduct experiments in the domain of cooking.
The results confirm the excellent performance of
our method in terms of both precision and recall.

1 Introduction

The expansion of the Internet and the number of its users has
raised many new problems in information retrieval and arti-
ficial intelligence. Gathering information from the web is a
difficult task for anovice user even if he uses asearch engine.
The user must have experience and skill to find the relevant
pages fromthelarge number of documentsreturned, whichof-
ten cover awide variety of topics. One solution isto build a
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domain-specific search enginef McCallumet al., 1999]; an en-
ginethat returns only those web pages relevant to thetopicin
question.

This paper proposes a new method for building domain-
specific search engines automatically that it is based on ap-
plying machine learning technologies to determine keyword
occurrence in web documents.

When one of theauthorsused apopular Japanese search en-
gine (Goo?) to find some beef recipes, he input the obvious
keyword gyuniku (beef), but only 15 of the top 25 returned
pages (60%) pertained to recipes. He hit on theidea of adding
another keyword shio (salt) to the query, at which point all but
one of the returned pages(96%) contained recipes. Surprised
at this enhancement, he used the same approach for other in-
gredients such as pork and chicken... the same improvement
insearch performance was seen. Thisindicated the possibility
of making a domain-specific search engine smply by adding
afew keywordsto the user’s query and forwarding the mod-
ified query to a general-purpose search engine. Our keyword
spice method is a generalization of thisfinding.

Several research papers have described domain-specific
web search services. A straightforward approach to building
adomain-specific web search engine isto make indices to do-
main documents by running web-crawling spiders that col-
lect only relevant pages. Cora?[McCallum et al., 1999] is a
domain-specific search engine for computer science research
papers. Its web-crawling spiders effectively explore the web
by using reinforcement learning techniques. SPIRAL [Co-
hen, 1998] or WebK B[Craven et al., 1998] also use crawlers.
These systems offer sophisticated search functions because
they establish their own local databases and can apply vari-
ous machine learning or knowledge representation techni ques
to the data. Unfortunately, domains such as personal home-
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Figure 1: Filtering model for building domain-specific web
search engines

pages or cooking pages, which are dispersed across many web
sites, are not well handled by spiders since the time and net-
work bandwidth consumed are excessive. Accordingly, such
types of systems are suitable only for those domainsthat have
few web sites.

Reusing thelargeindices of general -purpose search engines
to build domain-specific ones is a clever idea[ Etzioni, 1996].
For example, Ahoy!® [Shakes et al., 1997] is a search engine
specialized for finding personal homepages. It forwards the
user’s query to genera-purpose search engines and sifts out
irrelevant documentsfrom the returned onesto increase preci-
sion by domain-specific filters. Wecall thisthefiltering model
for building domain-specific search engines (Figure 1). Ahoy!
has a learning mechanism to assess the patterns of relevant
URL sfrom previous successful searches, but overall accuracy
basically depends on human knowledge.

One solution to the above problem is to make domain fil-
ters automatically from sample documents. Automatic text
filtering, which classifies documents into relevant and non-
relevant ones, has been amajor research topicinbothinforma-
tion retrieval [Bagza-Yates and Ribeiro-Neto, 1999] and ma-
chine learning[Mitchell, 1997].

We can use various machine learning agorithms to find
such filters if the training examples, which consist of doc-
uments randomly sampled from the web together with their
manual classification, are available. Unfortunately, making
such training examples is the real barrier because the web is
very large, and randomly sampling the web will provide only
asmall likelihood of encountering the domain in question. In
fact, most studies on text classification have been applied to
e-mail, net news, or web documents at limited siteswhere the
ratio of positive examplesisrather high. Thus previous meth-
odsof text classification cannot be directly applied tothe prob-
lem of building domain-specific web search engines.

The keyword-spice method considers only those web pages
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Figure 2: The keyword spice model of building domain-
specific web search engines
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Figure 3: Sampling with input keywordsto increase the ratio
of positive examples

that contain the user’sinput query keyword, not all web pages.
This eliminates the problem of finding positive examples and
enables us to make domain-specific search engines at low
cost.

The remainder of this paper is organized as follows. Sec-
tion 2 presents the idea of building domain-specific search en-
gines using keyword spices. Section 3 describes a machine
learning al gorithm for discovering keyword spices. Section 4
evaluates our method and our conclusionsaregivenin Section
5.

2 Thekeyword spice model of building
domain-specific web search engines

Herewe introduce some notationsto definethe machinelearn-
ing problem. We let D denote the set of al web documents;



D, denotes the set of documentsrelevant to a certain domain.
Thetarget function (an ideal domain filter) that correctly clas-
sifiesany document d € D isgiven as

_f1 ifdeD;
f(d)_{o otherwise

Welet K bethe set of al keywordsin thedomain and let H
be the hypothesis space composed of all Boolean expressions
where any keyword k € K isregarded as a Boolean variable.
We adopt the Boolean hypothesis space because most com-
mercial search engines can accept queries writtenin Boolean
expressions.

A Boolean expression of keywords can be regarded as a
function from D to {0, 1} when we assign 1(true) to a key-
word (Boolean variable) if the keyword is contained in the
document and O(false) otherwise. In the filtering model, the
problem of building adomain filter isequal to finding hypoth-
esis h that minimizesthe error rate

1
o] 2 8(h(d). F(@)
deD
Note: quantity d(h(d), f(d))islif h(d) # f(d), Ootherwise.

The keyword spice model does not filter documents re-
turned by a general-purpose search engine. Instead, it extends
the user’sinput query with adomain-specific Boolean expres-
sion (keyword spice), which better classifies the domain doc-
uments, and passes the extended query to a general-purpose
search engine (Figure 2). Thismodel isjust the reverse of the
filtering model.

Our method is based on the idea that when we build a
domain-specific web search engine, we need consider only
those web pages that contain the user’sinput query keywords;
not all web pages.

Asdescribed in Figure 3, the scope of sampling is reduced
from set D, all web documents, to D(k), the set of web pages
that contain input keyword k; thisincreases the ratio of posi-
tiveexamples {d|(kAh)(d) = 1}. Thisideamakesiteasier to
create training sets and it becomes possible to build adomain
filter, whichis not possible with random sampling.

By using domain filter 4, we modify the user’sinput query
k to k A h, so the returned documents contain k£ and are in-
cluded in the domain. In short, h is the keyword spice for the
domain.

3 Algorithm for extracting Keyword Spices
3.1 Identifying Keyword Spices
Itisrather easy tofind good keyword spicesfor any input key-
word & (for example “beef”). The problem isto find that the
keyword spices that provide enough generalization to handle
all future user keywords.

We let p(k) denote the probability of that a user will input
keyword & to adomain-specific search engine. Then

Sk S0 m;—k)lé((mh)(d),f(d))
ke deD(k)

isthe expectation of theerror rate when userstry to locate do-
main documents using this system.
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Figure 4: An example of decision tree that classifies docu-
ments
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Figure 5: An example of Boolean expression converted from
thetreein Figure 4

The Boolean expression that minimizes the above expec-
tation value is the most effective keyword spice. It would be
best to make training examples using p(k) but we do not know
p(k) beforehand. Obviously, we have to start with some rea-
sonable value of p(k), and modify the value as statistics on
input keywords are collected.

In this paper, we choose several input keyword candidates
in the cooking domain. We assume that all candidates have
the same probability of occurrence and collect the same num-
ber of documents for each keyword as described in Section
4. We then split the examples into two digjoint subsets, the
training set Dyrqining (Used for identifying initial keyword
spices), and the validation set D, 15 4ati0n 10 SSIMplify thekey-
word spices described in Section 3.2.

We apply a decision tree learning algorithm to discover
keyword spices because it is easy to convert a tree into
Boolean expressions, which are accepted by most commercial
search engines. In this decision tree learning step, each key-
word is used as an attribute whose value is 1(when the docu-
ment contains this keyword) or O(otherwise). Figure 4 shows
an example of simple decision tree that classifies documents.

The node indicates attribute, the value of branch indicates
the value of the attribute, and the leaf indicates the class. In
order to classify a document, we start at the root of the tree,
examine whether the document contains the attribute (key-
word) or not and take the corresponding branch. The pro-
cess continues until it reaches a leaf and the document is as-
serted to belong to the class corresponding to the value of the
leaf. This tree classifies web documentsinto 7' (domain doc-
uments) and F' (the others), and the web document, for exam-
ple, that does not include “tablespoon”, does “recipe’, does
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Figure 6: A decision tree induced from web documents

not “home”, and does not “top” belongsto class 7.

We make theinitial decision tree using an information gain
measure] Quinlan, 1986] for greedy search without using any
pruning technique. In our real case, the number of attributes
(keywords) is large enough (severa thousands) to make a
tree that can correctly classify all examplesin the training set
Deraining- Then for each path in the induced tree that ends
in a positive result, we make a Boolean expression that con-
joins all keywords (a keyword is treated as a positive literal
when its value is 1 and a negative literal otherwise) on the
path. Our aim is to make a Boolean expression query that
specifies the domain documents and that can be entered into
search engines; accordingly, we consider only positive paths.

We make a Boolean expression h by making a disunction
of al these conjunctions (i.e. we make a digjunctive normal
form of aBoolean expression). Thisistheinitial form of key-
word spices. Figure 5 provides an example of a Boolean ex-
pression converted from the tree in Figure 4.

3.2 Simplifying Keyword Spices

Figure 6 shows a decision tree induced from collected web
document in the experiments described in the next section®.
Decision trees usualy grow very large which triggers the
over-fitting problem. Furthermore, too-complex queries can-
not be accepted by commercial search enginesand so we have
to simplify the induced Boolean expression. We developed a
two-stage simplification algorithm (described below) that is
like rule post-pruning[Quinlan, 1993].

1. For each conjunction ¢ in h we remove keywords
(Boolean literals) from ¢ to simplify it.

*The original keywords are Japanese.

2. We remove conjunctions from disunctive normal form
h tosimplify it.

In information retrieval research, we normally use preci-
sion and recall for query evaluation. Precision isthe ratio of
number of relevant documentsto the number of returned doc-
uments and recall istheratio of the number of relevant docu-
ments returned to the number of relevant documentsin exis-
tence.

In this section, precision P and recall R are defined over
validation set D,q1idation 8STfollows:

|Ddo7r1,ai7z N DBoolea7z|
P =
|DBoolea7z|

R— |Ddo7r1,ai7z N DBoolea7z|

|Ddo7r1,ai7z |

where Dyomain 1S the set of relevant documents classified by
humansand D g,oican 1Sthe set of documentsthat the Boolean
expression identifies as being relevant in the validation set.

In our case, we use the harmonic mean of precision P and
recall R[Shaw Jr. et al., 1997]

2
F=1—1
R P
asthe criterion for removal. The harmonic mean weightslow
values more heavily than high values. High values of F' occur
only when both precision P and recall R are high. So if we
simplify keyword spices in the way that resultsin high value
of F', we can obtainthe keyword spices that are well-balanced
interms of precision and recall.

Inthefirst stage of simplification we treat each conjunction
as if it is an independent Boolean expression. We calculate
the conjunction’s harmonic mean of recall and precision over
the validation set. For each conjunction, we remove the key-
word (Boolean litera) if it results in the maximum improve-
ment in thisharmonic mean and repeat thisprocess until there
isno keyword that can be removed without decreasing the har-
monic mean.

When we remove a keyword from conjunction recall ei-
ther increases or remains unchanged. Before the simplifica-
tion, each conjunction usually yields high precision and low
recall. Accordingly, we can remove the keyword that results
in improvement in recall in exchange for some decrease in
precision, because the harmonic mean weights lower recall
values more heavily. The removal of the keywords from the
conjunction by the harmonic mean may appear to cause some
problems. If theinitial conjunction containsonly afew rele-
vant documents, the algorithm makes conjunctions that con-
tain very large numbers of irrelevant documents. However,
we can remove the conjunction from the keyword spices by
thealgorithm for simplifying a disjunction asis described be-
low.

In the second stage of simplification, wetry to remove con-
junctions from the disjunctive normal form h to simplify the
keyword spices. We remove the conjunctions so as to maxi-
mizetheincreasein harmonic mean F'. We repeat thisprocess
until there is no conjunction that can be removed without de-
creasing the harmonic mean F'.
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bution p(k) and collect web pagesthat contain keyword & and
classify them into positive and negative examples by hand.

1. Split the examples into two digoint subsets, the training set,
Diraining (for generating theinitial decision tree) and the val-
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each leaf node: this classifies positive examples
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End

6. Repeat

e Removethe conjunctive component from the disunc-
tive normal form A that results in the maximum in-
creae in the harmonic mean
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Until thereisno conjunction that can be removed without de-
creasing F,.
Return h

Figure 7: The keyword spice extraction algorithm

After the first stage of simplification, each conjunction is
generalized and changed to cover many examples. As are-
sult, the recall of h becomes rather high, but some conjunc-
tionsmay cover many irrelevant documents. We can remove
the conjunctions that cause the large improvement in the pre-
cisionwithaslight reductioninrecall. Those componentsthat
cover many irrelevant documents are removed in this stage,
because the other conjunctions cover most of the relevant doc-
umentsand theremoval of the defective conjunctions does not
cause alarge reductionin recall. Thisyields simple keyword
spices composed of afew conjunctions.

After the above simplification processes h isreturned as the
keyword spices for thisdomain. Our agorithm for extracting
keyword spicesis summarized in Figure 7.

Table 1: Collected web documentsin the cooking domain

Keyword | relevant | irrelevant | total
beef 47 153 | 200
chicken 88 112 | 200
paprika 79 121 | 200
potato 49 151 | 200
pumpkin 42 158 | 200
radish 64 136 | 200
salmon 15 185 | 200
tofu 45 155 | 200
tomato 33 167 | 200
whitefish 103 97 | 200
| Total | 565 | 1435 ] 2000 ]

Table 2: Pruning results

Trids

1]12]3]47]5

Initil | conjunctions | 10 | 15 | 13 | 15 | 10
keywords | 65|89 | 76 | 87 | 62

Step 5 | conjunctions | 10 | 15 | 13 | 15 | 10
keywords | 17 |32 |26 | 34 | 19

Step6 | onunctions | 2 | 2 |2 | 2 | 2
keywords 41341414

4 Evaluation in the Cooking Domain

4.1 Experimental Settings

As described in the previous section, we gathered two
thousand sample pages of the cooking domain that con-
tained human-entered keywords in Japanese: gyuniku (beef),
toriniku (chicken), piman (paprika), jagaimo (potato),
kabocha (pumpkin), daikon (radish), sake (salmon), tofu
(tofu), tomato (tomato), and shiromizakana (whitefish).
We used a Japanese general-purpose search engine Goo to
find and download web pages containing the above input
keywords. We collected two hundred sample pages for
each initial keyword. We examined the pages collected and
classified them as either relevant or irrelevant by hand (Table
1).

In splitting the collected documents into the training set
and validation set, we paid no attention to which keywords
were input. Thus each set was randomly composed of doc-
uments containing the input keywords. We performed 5 trials
inwhich the sample pages were split randomly in thisfashion.

Table 2 shows the pruning results after each step. Inthe
early steps, induced trees are very large and after trandating
trees to conjunctions, we have more than 10 conjunctions; the
number of keywordsin these conjunctions exceeded 62. This
number istoo largeto permit entry into commercial searchen-
gines. After step 5 the number of keywords was reduced to
one third. Step 6 removed redundant conjunctions and key-
word number was reduced again to 3 to 4. This number of
keywords can be accepted by commercia search engines.

Different trials yielded different keyword spices. Figure 8
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Figure 8: Extracted keyword spices

Table 3: Average precision of the queries over theindex of a
general-purpose search engine

Query | Theinput query | The query with
keyword spices
pork 0.271 0.995
spinach 0.205 0.979
shrimp 0.063 0.986

Table 4: Estimated recall of the queries with keyword spices
over the index of a general-purpase search engine

Query | Reldocinges | Reldocspice | Estimated
recall

pork 10728 10084 0.940

spinach 4744 4126 0.870

shrimp 5868 5728 0.976

shows, as an example, the keyword spices discovered in the
first trial. We used these keyword spicesin subsequent exper-
iments.

To conduct realistic tests with external commercia search
engines, we choose the keywords of butaniku (pork), horenso
(spinach) and ebi (shrimp) which were not used to generate
the keyword spices.

4.2 Precision

Figure 9 compares the precision values for the queries con-
taining only keywords and the queries with keyword spices
for the three input keywords. We checked up to the top 1000
pages as ranked by the search engine Goo. In general, as the
number of pages viewed increases, the precision with query-
only input decreases, while the precision of querieswith key-
word spices stays high. Table 3 lists the average precision of
thetop 1000 returned results. Precisionishigher than 97%for
al queries.

4.3 Estimated Recall

Itiseasy to achieve high precision if we do not address recall,
but keeping both high israther difficult. The recall of aquery
is much harder to calculate than the precision because D, the
set of al relevant documentsin the web, is unknown. We es-
timated D, from the results returned from a general-purpose
search engine. Most search engines show the total number of
documents that matched the query. We can calcul ate the esti-
mated number of relevant documentsin the search engine’sin-
dex (Reldoc;nqe:) by using the average precision of the query
for the top 1000 returned documents.

Reldocinges =
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Figure 9: Precision of queriesforwarded to a genera -purpose
search engine

(The number of document found with the input query)
x (Average precision of the input query)
The number of relevant documents found with the spice-
extended query can be calculated in the same way.
Reldocgpice ~
(The number of document found with the query
with keyword spices)
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It is reasonable to use Reldoc;,qe.. because we have no
consistent way of finding web pages that are not linked to any
general-purpose search engine. We estimate the recall of a
spice-extended query as follows

R~ Reldocspice
" Reldocindex

Table 4 showsthe estimated recall values of different spice-
extended queries over the index of Goo. The high value of
recall (higher than 87%) indicates that our method filters out
only non-relevant documents and does not drop any useful in-
formation in the search process.

To compare these results with the example in the Introduc-
tion, Figure 10 showstheresults of submitting the query “pork
AND salt” to Goo. The average precision and estimated re-
call for thetop 1000 returned documents are 0.674 and 0.871,
respectively. This shows that our systematic method yields a
great improvement in search performance.

5 Conclusion

We have proposed a novel method for domain specific web
searches that is based on theidea of keyword spices; Boolean
expressions that are added to the user’s input query to im-
prove the search performance of commercial search engines.
This method allows us to build domain-specific search en-
gines without any domain heuristics. We described a practi-
cal learning algorithm to extract powerful but comprehensive
keyword spices. This algorithm turns complicated initial de-
cision treesto small Boolean expressionsthat can be accepted
by search engines. Our experimentswith an external general-
purpose search engine yielded good results. For two different
keywords in the field of cooking, precision was higher than
97%. High estimated recall(higher than 87%) over the search
engine'sindex was also confirmed.

We used the domain of cooking as an example, and we
are now devel oping search servicesfor other domains such as
restaurant pages and personal homepages.

In this paper, we used input keywords selected by humans
to make training examples. To be more comprehensive, we

need some criteria with which input keywords can be se-
lected. Asdiscussed in Section 3, it is sufficient to make ex-
amples based on the distribution of user’s input query p(k).
We are planning to open our recipe search system to the pub-
lic through the web and we will obtain thevalue of p(k) after-
wards. In future work we will study how the input keywords
used to form the training exampl es affect the performance of
the system.
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