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Embodied conversational agents (ECS’s) are cartoon-like characters which interact with users 

through conversation and gestures on a computer screen.  ECA makes human computer interactions 

more friendly because we can use more human-like communication skills such as natural 

conversation.  ECA’s are useful as Web guides by incorporating them into Web browsers.  They 

guide us around web pages chatting with us.  To build such an agent, we need to describe a scenario 

to explain Web pages.  Conventionally such scenarios are written manually developers or 

programmers using a dialogue description language such as AIML (Artificial Intelligence Markup 

language), so it is difficult to update them when Web pages are updates.  In this paper, we propose a 

scheme to automatically generate utterances of Web guide agents depending on Web pages.  To this 

end, we need to make agents understand the contents of Web pages and to make them talk according 

to the contents, so we utilize RDF (Resource Description Framework) to present the semantic 

contents of Web pages.  To make agents talk according to the contents, we utilize a RDF query 

language SPARQL (Simple protocol And RDF Query language) and extend the AIML language to 

incorporate SPARQL query in it.  As a prototype, we developed a Web guide system employing an 

ECA.     


