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A Parallel Program Visualization Tool for Omni OpenMP Compiler

Akira Uejima, Masaki Kohata, and Yukio Kaneda

In this paper, we propose a parallel program visualization tool for Omni OpenMP compiler.
OpenMP is a portable model and an easy way for parallel programming on shared memory parallel
computers because programmers do not have to write thread codes in the source program directly.
However, thread operations (i. c. fork/join procedure calls and so on) are concealed, it is difficult for
programmers to analize and optimize the execution performance of parallel programs. We develop
the visualization tool for Omni OpenMP and also adapt it for on SCASH software described shared
memory system. Using our tool, programmers can see the visualized execution trace and statistics

of OpenMP parallel programs.



