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Variable Scheduling and Binding for High—Level Synthesis Considering Indefinite
Cycle Operations

Yuki TODA, Nagisa ISHIURA, and Kousuke SONE

This article presents variable scheduling and binding for high-level synthesis. Conventional
scheduling algorithms decide the operations’ execution timing assuming that each operation takes a
fixed number of cycles. However, on some operations such as memory accesses and serial
multiplication/division, the number of cycles for the operation may vary depending on the values of
operands or the states of the hardware. The variable scheduling enables efficient computation in
the presence of such indefinite cycle operations where that timing of each operation execution is
adaptively decided depending on the completion signals from the functional units. Experimental
results show that the number of the execution cycles are reduced by 16-31 %, although the number

of states are increased as compared with the conventional scheduling algorithms.
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