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Automatic Chord Voicing System Using Bayesian Network
Tetsuro Kitahara, Makiko Katsura, Haruhiro Katayose, and Noriko Nagata

This paper describes an automatic chord voicing system using the Bayesian network. Automatic
chord voicing is not easy because it is necessary to decide tension notes and inversions by taking
into account both musical simultaneity and sequentiality. To solve this problem, we construct a
chord voicing model based on the Bayesian network. This model represents musical simultaneity as
probabilistic dependencies between voicing and melody nodes and sequentiality as probabilistic
dependencies between current-chord and previous- or followingchord voicing nodes. This modeling
makes it possible to infer the most likely voicings that have both simultaneity and sequentiality.
Experimental results of chord voicing for jazz musical pieces showed that our system generated

chord voicings that have appropriate simultaneity and sequentiality.



