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Music Genre Classification of Audio Signals from Bass Part

Yusuke TSUCHIHASHI, Tetsuro KITAHARA and Haruhiro KATAYOSE

Music genres play an important role in music information retrieval (MIR). Most of the previous
studies on MIR for audio signals have used low-level features, such as timbre and rhythm from a
mixture of sound, but acoustic features sould be extracted from individual instrument parts to
achieve user-adaptive MIR. In this paper, we deal with music genre classification using acoustic
features extracted from the bass part, which plays an important role and the fundamental frequency
of which can be comparatively easily estimated. First, the paper describes feature extraction about
the bass part from pitch information obtained with PreFEst. We also prepare features about timbre
and rhythm, which have been used so far. Experimentatal results of 60genre classification by using
the Mahalanobis distance show success rates of 62.7 % (with bass-part features), against 54.7 %
(without bass-part features). Finally, we built Music Islands by browsing different views, and

achieves flexible music classification for user’s preference.



